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## Preface

There is a universe of mathematics lying in between the complete differentiations and integrations.

- O. Heaviside

This book is devoted to some questions in Fractional Calculus, that is, the theory of differential and integral operators of non-integer order, and in particular to differential equations containing such operators. Even though the first steps of the theory itself date back to the first half of the nineteenth century, the subject only really came to life over the last few decades. A particular feature is that engineers and scientists have developed new models that involve fractional differential equations. These models have been applied successfully, e.g., in mechanics (theory of viscoelasticity and viscoplasticity), (bio-)chemistry (modelling of polymers and proteins), electrical engineering (transmission of ultrasound waves), medicine (modelling of human tissue under mechanical loads), etc. The mathematical theory seems to be lagging behind the needs of those applications but the wealth of applications indeed indicates the truth of the above quote from Heaviside [93, §437]. There are some books dealing with the aspects that can be summarized as the "pure mathematical" side of the problems without taking into consideration those questions that arise in the applications mentioned above, and some that the engineer's point of view without a rigorous mathematical justification of the ideas. This book attempts to fill the gap between these two approaches: We try to establish a mathematically sound theory of the differential equations that have been shown to be relevant in practice and provide a thorough mathematical analysis. In order to be self-contained, we repeat the fundamentals of fractional calculus before coming to the main topic. A particular goal of this book is to provide a solid foundation that may later be used for the construction of efficient and reliable numerical methods for fractional differential equations. The author strongly believes that a successful development and a thorough understanding of such numerical schemes is not possible without such a stable analytical background.

The reader is assumed to be familiar with classical calculus (differential and integral calculus and the elementary theory of differential equations). A working knowledge of Lebesgue integration theory is helpful now and then, but not absolutely essential.

It is my pleasure to thank a number of people for their constant support, interest, encouragement, and many useful discussions, namely Heinz-Wilhelm Alten and Klaus-Jürgen Förster (Universität Hildesheim), Helmut Braß and Marc Weilbeer (Technische Universität Braunschweig), Thomas Hennecke (Universität Kassel) Neville J. Ford (University of Chester), Alan D. Freed (formerly at NASA’s John H. Glenn Research Center in Cleveland, now at Saginaw Valley State University), Paul L. Butzer (RWTH Aachen), Rudolf Gorenflo (Freie Universität Berlin), Francesco Mainardi (Universitá di Bologna), and André Schmidt (Universität Stuttgart). Moreover I would like to thank Mrs Ute McCrory at Springer-Verlag for her support during the manuscript preparation process.

Parts of the book have been used as a text for a graduate course on fractional differential equations that I taught to students of mathematics, physics and engineering at Technische Universität Braunschweig.

Braunschweig, June 2010
Kai Diethelm
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## Part I <br> Fundamentals of Fractional Calculus

## Chapter 1 Introduction

### 1.1 Motivation

This book is about problems arising in the area of fractional calculus - a branch of mathematics that is, in a certain sense, as old as classical calculus as we know it today: The origins can be traced back [162] to the end of the seventeenth century, the time when Newton and Leibniz developed the foundations of differential and integral calculus. In particular, Leibniz introduced the symbol

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} f(x)
$$

to denote the $n$th derivative of a function $f$. When he reported this in a letter to de l'Hospital (apparently with the implicit assumption that $n \in \mathbb{N}$ ), de l'Hospital replied: "What does $\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} f(x)$ mean if $n=1 / 2$ ?" This letter from de l'Hospital, written in 1695 , is nowadays commonly accepted as the first occurrence of what we today call a fractional derivative, and the fact that de l'Hospital specifically asked for $n=1 / 2$, i.e. a fraction (rational number), actually gave rise to the name of this part of mathematics. This name has remained in use ever since, even though it is well known by now that there is no reason to restrict $n$ to the set of rational numbers. Indeed, as we shall see in this book, any real number - rational or irrational - will do just as well, at least for the analytical considerations that we shall concentrate on. (Certain, but not all, numerical methods for the solution of some types of differential equations may encounter problems when arbitrary real numbers are admitted; cf. [39].) As a matter of fact, even complex numbers may be allowed, but this is well beyond the scope of this book.

What is the scope of this book, then? Well, the writing of this book has essentially been motivated by the enormous numbers of very interesting and novel applications of fractional differential equations in physics, chemistry, engineering, finance, and other sciences that have been developed in the last few decades. Some early examples are given in the book of Oldham and Spanier [146] (diffusion processes) and the classical papers of Bagley and Torvik [184], Caputo [23], and Caputo and Mainardi $[24,25]$ (these four papers dealing with the modelling of the mechanical
properties of materials) as well as in the publications of Marks and Hall [130] (signal processing) and Olmstead and Handelsman [147] (also dealing with diffusion problems); more recent results are described, e.g., in the work of Benson [17] (advection and dispersion of solutes in natural porous or fractured media), Bai and Feng [12] and Cuesta and Finat Codes [31] (image processing), Chern [28], Diethelm and Freed [50, 51] and Diethelm, Freed and Luchko [69] (modelling of the behaviour of viscoelastic and viscoplastic materials under external influences), Dokoumetzidis et al. [57], Popović et al. [156] and Verotta [187] (pharmacokinetics), Freed and Diethelm [68] and Magin [124] (bioengineering), Gaul, Klein, and Kempfle [71] (description of mechanical systems subject to damping), Glöckle and Nonnenmacher [75] (relaxation and reaction kinetics of polymers), Gorenflo and Rutman [82] (so-called ultraslow processes), Gorenflo, Mainardi et al. [78, 83, 128, 169, 170] (connections to the theory of random walks, the latter two papers especially with respect to applications to mathematical models in finance), Joulin [99] and Roquejoffre et al. [8, 110] (modelling of combustion), Metzler et al. [134] (relaxation in filled polymer networks), Podlubny [152] and Caponetto et al. [22] (control theory; the latter publication also with details on the hardware implementation of fractional order controllers), Podlubny et al. [155] (heat propagation), and Shaw, Warby and Whiteman [176] (modelling of viscoelastic materials). A completely different and very novel application field is the area of mathematical psychology where fractional-order systems may be used to model the behaviour of human beings [5, 178]. Specifically, the way in which a person reacts to external influences depends on the experience he or she has made in the past. In other words, humans have memories, and we shall see later in this book (e.g., in Remark 6.4) that fractional operators are a very natural tool to model memory-dependent phenomena. Surveys or collections of such applications can also be found in Baleanu et al. [13], Gorenflo and Mainardi [81], Hilfer [94], Klages et al. [105], Le Mehauté et al. [111], Mainardi [125,126], Matignon and Montseny [133], Nonnenmacher and Metzler [141], Podlubny [153], Sabatier et al. [166], Taş et al. [180] and Uchaikin [186]. In addition there are some applications of fractional calculus within various fields of mathematics itself, e.g. in the analytical investigation of various types of special functions [104]. Finally we refer to the work of Woon [193] that essentially mentions mathematical applications that, in turn, have important implications in other sciences like physics.

It turned out that many of these applications gave rise to a type of equations that has not been covered in the standard mathematical literature. This is connected to the fact that, in a certain sense, the answer to de l'Hospital's question (which Leibniz was not able to find, except for the special case $f(x)=x$ ) is not unique. There are very many possible generalizations of $\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} f(x)$ to the case $n \notin \mathbb{N}$. We shall only discuss two of them, the Riemann-Liouville derivative (cf. Chap. 2) and the Caputo derivative (Chap. 3). The former concept is historically the first (developed in works of Abel, Riemann and Liouville in the first half of the nineteenth century) and the one for which the mathematical theory has been established quite well by now, but it has certain features that lead to difficulties when applying it to "realworld" problems. As a consequence, the latter concept was developed. It is closely
related to the Riemann-Liouville idea, but certain modifications were introduced in order to avoid the above-mentioned difficulties. The mathematical implications of these modifications have not been investigated fully so far. In this book we intend to give as much information on this topic as presently possible.

The structure of this book is arranged in the following way. We begin by recalling some classical facts from calculus that form the basis of our intended generalization and by looking at a simple example application of fractional calculus in mechanics. Then, in Chaps. 2 and 3, we introduce the fundamental concepts and definitions of fractional calculus. This includes, in particular, some basic results concerning Riemann-Liouville differential and integral operators. As mentioned above, the main goal of this book is to present a comprehensive overview over the properties of the operators of Caputo's type and over the theory of differential equations involving such operators, but nevertheless we have decided to include these statements on the Riemann-Liouville operators for a number of reasons:

- This decision allows us to provide a comparison of the two approaches in a selfcontained way. Such a comparison should be useful both for the reader who is familiar with the classical theory of the Riemann-Liouville operators and wants to learn about Caputo's version, and for the novice in fractional calculus who can then decide whether he or she wants to move on to other works in order to gain a deeper understanding of Riemann-Liouville derivatives and integrals.
- Even though Caputo's version of the fractional calculus requires a modification of the Riemann-Liouville type differential operators of fractional order, the Riemann-Liouville integral operators of fractional order do not need to undergo any changes. They can be used in Caputo's fractional calculus in their original form.
- Finally it actually turns out that a number of the proofs of our results on Caputo operators can be given in a relatively simple way by using related properties of Riemann-Liouville operators and the precise knowledge of how the two types of operators are interrelated.

Next, in Chap. 4, we introduce a class of functions that is of fundamental importance in the theory of fractional differential equations, the Mittag-Leffler functions. We shall meet these functions again in various places in the later chapters of our text, and Chap. 4 will provide some basic knowledge about them that we will make use of then.

The core of the book is the second part that is devoted to the analytical study of fractional differential equations. Once again, for reasons similar to those stated above, we first take a brief look at the theory of such equations with RiemannLiouville operators in the short Chap. 5 before turning our attention to equations with Caputo operators in Chaps. 6-8. We address questions of existence and uniqueness of solutions, and we investigate the properties of the solutions. A proper knowledge of these properties is not only of interest in its own right but also plays a major role in the successful construction of numerical methods. We believe that the results of the second part will be very useful in such contexts. To demonstrate this very briefly, we have provided an appendix where one specific numerical method is
introduced and analyzed. This method can also help overcome the problems caused by the shortage of analytical methods for the computation of solutions to fractional differential equations. Of course, a few properly understood analytical approaches exist, and we shall present them in this text (e.g., the Picard iteration scheme discussed in Sect. 6.2 and the formulas for linear equations mentioned in Sect. 7.1), but - as can be expected from the corresponding observation in the classical theory of first-order differential equations - there is no generally applicable method to find an analytic solution to an arbitrarily given fractional differential equation. We need to mention however that, apart from the approaches that we shall treat explicitly, several other numerical and analytical methods for solving differential equations of fractional order have been developed. This includes the decomposition method usually attributed to Adomian [3] that can however actually be traced back to a series of much older papers by Perron [148-151] and that is known to have rather poor convergence properties in general [60,64,159], the variational iteration method [91,92], the homotopy analysis method [114], the homotopy perturbation method [139], the generalized differential transform method [145] and a few others for all of which convergence proofs are available only under rather restrictive conditions (see, e.g., [181]) and many of which are known not to converge in a satisfactory way anyway [113]. Therefore we shall refrain from dealing with these approaches in detail in this book.

Rather, we shall complete our treatment of the theory of fractional differential equations by providing additional appendices devoted to the collection of various other types of useful information: A list of all the symbols used in the book and a brief table of the Caputo derivatives of certain important functions (corresponding tables for Riemann-Liouville and other fractional derivatives already exist in the literature, cf., e.g., [153, 167]). Finally we shall make use of some classical results from analysis about topics like the Gamma function and Laplace transforms. For the sake of completeness, we give an account of those results in an appendix too.

Of course it is possible to set up a theory (and, based on this theory, to discuss numerical methods) for partial fractional differential equations, i.e. differential equations in more than one variable, where at least one of the partial derivatives involved is not an integer-order operator. Many of the results presented in the following chapters can be shown to be useful building blocks in such a context, but a thorough treatment of these problems is not what we are aiming at in this book. We will rather try to give a comprehensive treatment of univariate problems - in other words, ordinary differential equations. (Note that some authors prefer to reserve the term ordinary for equations of integer order and use the expression extraordinary for fractional differential equations in one variable. We shall not follow their nomenclature because it is the author's opinion that these equations can and should be used as an absolutely normal, and by no means extraordinary, mathematical tool that is useful for plenty of applications.)

During the course of the text we will occasionally state theorems from classical analysis for purposes of comparison with their fractional counterparts or in order to illustrate the ideas behind the generalizations. These classical theorems are usually well known and no proofs will be provided for them. To make the distinction clear,
they will not follow the standard numbering scheme of the other theorems; instead they will be assigned a label consisting of the number of the chapter where they will be found, followed by a capital letter such as, e.g., Theorem 1.A.

### 1.2 The Basic Idea

The basic idea behind fractional calculus is intimately related to a classical standard result from (classical) differential and integral calculus, the fundamental theorem [165, Theorem 6.18]:

Theorem 1.A (Fundamental Theorem of Classical Calculus). Let $f:[a, b] \rightarrow \mathbb{R}$ be a continuous function, and let $F:[a, b] \rightarrow \mathbb{R}$ be defined by

$$
F(x):=\int_{a}^{x} f(t) \mathrm{d} t
$$

Then, $F$ is differentiable and

$$
F^{\prime}=f
$$

Therefore we have a very close relation between differential operators and integral operators. It is one of the goals of fractional calculus to retain this relation in a suitably generalized sense. Hence there is also a need to deal with fractional integral operators, and actually it turns out to be useful to discuss these first before coming to fractional differential operators (and thus to an answer of de l'Hospital's question).

It has proven to be convenient to use the notational conventions introduced in the following definition.

Definition 1.1. (a) By $D$, we denote the operator that maps a differentiable function onto its derivative, i.e.

$$
D f(x):=f^{\prime}(x) .
$$

(b) By $J_{a}$, we denote the operator that maps a function $f$, assumed to be (Riemann) integrable on the compact interval $[a, b]$, onto its primitive centered at $a$, i.e.

$$
J_{a} f(x):=\int_{a}^{x} f(t) \mathrm{d} t
$$

for $a \leq x \leq b$.
(c) For $n \in \mathbb{N}$ we use the symbols $D^{n}$ and $J_{a}^{n}$ to denote the $n$-fold iterates of $D$ and $J_{a}$, respectively, i.e. we set $D^{1}:=D, J_{a}^{1}:=J_{a}$, and $D^{n}:=D D^{n-1}$ and $J_{a}^{n}:=J_{a} J_{a}^{n-1}$ for $n \geq 2$.

The key question now is: How can we extend the concepts of Definition 1.1 (c) to $n \notin \mathbb{N}$ ? Once we will have provided such an extension, we then need to ask for
the mapping properties of the resulting operators, and in particular this includes the question for their domains and ranges.

Note that Theorem 1.A reads, in our notation,

$$
D J_{a} f=f
$$

which implies that

$$
\begin{equation*}
D^{n} J_{a}^{n} f=f \tag{1.1}
\end{equation*}
$$

for $n \in \mathbb{N}$, i.e. $D^{n}$ is the left inverse of $J_{a}^{n}$ in a suitable space of functions. We wish to retain this property. However, as we shall see, it is by no means straightforward to generalize the conditions of Theorem 1.A to the fractional case $n \notin \mathbb{N}$ in such a way that everything can be kept intact easily. It is a classical error made very often that known properties from standard calculus are generalized to the fractional setting too directly and without sufficient caution.

In Chap. 2 we want to give a first generalization of the concepts of Definition 1.1 (c) to $n \notin \mathbb{N}$. As already mentioned, there are various possible generalizations. We only discuss those that have got major significance for practical applications. A thorough investigation of many other possibilities (that however excludes the practically very important case of the Caputo operator which is to be introduced in Chap. 3 below) is contained in the encyclopaedic monograph of Samko, Kilbas and Marichev [167] and in the more recent book of Kilbas, Srivastava and Trujillo [100].

Following the outline given above, we begin with the integral operator $J_{a}^{n}$. In the case $n \in \mathbb{N}$, it is well known (and easily proved by induction) [167, eq. (2.16)] that we can replace the recursive definition of Definition 1.1 (c) by the following explicit formula.

Lemma 1.1. Let $f$ be Riemann integrable on $[a, b]$. Then, for $a \leq x \leq b$ and $n \in \mathbb{N}$, we have

$$
J_{a}^{n} f(x)=\frac{1}{(n-1)!} \int_{a}^{x}(x-t)^{n-1} f(t) \mathrm{d} t .
$$

Moreover, it is an immediate consequence of (1.1) (and therefore a consequence of the fundamental theorem) that the following relation holds for the operators $D$ and $J_{a}$ :

Lemma 1.2. Let $m, n \in \mathbb{N}$ such that $m>n$, and let $f$ be a function having a continuous nth derivative on the interval $[a, b]$. Then,

$$
D^{n} f=D^{m} J_{a}^{m-n} f .
$$

Proof. By (1.1), we have $f=D^{m-n} J_{a}^{m-n} f$. Applying the operator $D^{n}$ to both sides of this relation and using the fact that $D^{n} D^{m-n}=D^{m}$, the statement follows.

These two Lemmata are fundamental for the generalizations coming up in Chaps. 2 and 3. A look at Lemma 1.1 reveals that it will be useful to generalize the factorial to non-integer arguments. Such a generalization exists and is well-known: Euler's Gamma function. The definition is as follows.

Definition 1.2. The function $\Gamma:(0, \infty) \rightarrow \mathbb{R}$, defined by

$$
\Gamma(x):=\int_{0}^{\infty} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t
$$

is called Euler's Gamma function (or Euler's integral of the second kind).
In order to give a reasonably self-contained treatment of the topic, we state some of the key properties of the Gamma function in Appendix D.1. The most important one, for our purposes, is the following the proof of which is also given in Appendix D.1.

Theorem 1.3. For $n \in \mathbb{N}$, we have $(n-1)!=\Gamma(n)$.
Before we start the main work, we shall introduce some function spaces in which we are going to discuss matters. Since these are classical spaces, we can be rather brief here.

Definition 1.3. Let $0<\mu \leq 1, k \in \mathbb{N}_{0}$ and $1 \leq p$.

$$
\begin{aligned}
L_{p}[a, b] & :=\left\{f:[a, b] \rightarrow \mathbb{R} ; f \text { is measurable on }[a, b] \text { and } \int_{a}^{b}|f(x)|^{p} \mathrm{~d} x<\infty\right\}, \\
L_{\infty}[a, b] & :=\{f:[a, b] \rightarrow \mathbb{R} ; f \text { is measurable and essentially bounded on }[a, b]\}, \\
H_{\mu}[a, b] & :=\left\{f:[a, b] \rightarrow \mathbb{R} ; \exists c>0 \forall x, y \in[a, b]:|f(x)-f(y)| \leq c|x-y|^{\mu}\right\}, \\
C^{k}[a, b] & :=\{f:[a, b] \rightarrow \mathbb{R} ; f \text { has a continuous } k \text { th derivative }\}, \\
C[a, b] & :=C^{0}[a, b], \\
H_{0}[a, b] & :=C[a, b] .
\end{aligned}
$$

In other words, $L_{p}[a, b]$ is (for $1 \leq p \leq \infty$ ) the usual Lebesgue space, whereas $H_{\mu}[a, b]$ is a Hölder space or Lipschitz space of order $\mu$. When the interval $[a, b]$ in question is clear from the context, we will often choose not to mention it explicitly and use the simpler notation $L_{p}$ instead of $L_{p}[a, b]$, etc.

Now and then we shall also use a slightly less standard function space:
Definition 1.4. By $H^{*}$ or $H^{*}[a, b]$ we denote the set of functions $f:[a, b] \rightarrow \mathbb{R}$ with the property that there exists some constant $L>0$ such that

$$
|f(x+h)-f(x)| \leq L|h| \ln |h|^{-1}
$$

whenever $|h|<1 / 2$ and $x, x+h \in[a, b]$.

Obviously, this set is slightly larger than $H_{1}$.
When working in a Lebesgue space rather than in a space of continuous functions, we can still retain the main part of the statement of the fundamental theorem:

Theorem 1.B (Fundamental Theorem in Lebesgue Spaces). Let $f \in L_{1}[a, b]$. Then, $J_{a} f$ is differentiable almost everywhere in $[a, b]$, and $D J_{a} f=f$ also holds almost everywhere on $[a, b]$.

A proof of this theorem can be found in [160, §23].
We shall occasionally also use the following set of functions.
Definition 1.5. By $A^{n}$ or $A^{n}[a, b]$ we denote the set of functions with an absolutely continuous $(n-1)$ st derivative, i.e. the functions $f$ for which there exists (almost everywhere) a function $g \in L_{1}[a, b]$ such that

$$
f^{(n-1)}(x)=f^{(n-1)}(a)+\int_{a}^{x} g(t) \mathrm{d} t .
$$

In this case we call $g$ the (generalized) nth derivative of $f$, and we simply write $g=f^{(n)}$.

A note of caution is in order here. It is clear from this definition that a function $f \in A^{1}$ possesses (almost everywhere) a derivative $f^{\prime} \in L_{1}$. However this implication cannot be reversed in general. There exist, for example (cf. [160, §24]), non-constant functions $f$ that are differentiable almost everywhere with $f^{\prime} \equiv 0$, which surely is an $L_{1}$ function. Obviously, in such a case $f$ cannot be represented as the primitive of $f^{\prime}$ as required in Definition 1.5, and hence such a function $f$ is not in $A^{1}$.

### 1.3 An Example Application of Fractional Calculus

Before we come to a detailed study of the mathematical properties of fractional differential operators and fractional differential equations, let us take a brief look at a simple but not unrealistic example of a model arising in mechanics where fractional derivatives can be used successfully. The model has been originally proposed as a theory by Nutting [142, 143]; the works of Scott Blair et al. [172] were among the first to confirm its value in practice.

Specifically, we want to describe the behaviour of certain materials under the influence of external forces. The traditional way to deal with such questions in mechanics uses the laws of Hooke and Newton. The relation that we are interested in is the relation between stress $\sigma(t)$ and strain $\varepsilon(t)$, both of which are taken as functions of time $t$. If we are dealing with viscous liquids, then Newton's law

$$
\begin{equation*}
\sigma(t)=\eta D^{1} \varepsilon(t) \tag{1.2}
\end{equation*}
$$

is the tool of our choice. Here the material constant $\eta$ is the so-called viscosity of the material. Hooke's law

$$
\begin{equation*}
\sigma(t)=E D^{0} \varepsilon(t) \tag{1.3}
\end{equation*}
$$

on the other hand is the correct way of modelling the stress-strain relationship for elastic solids. The constant $E$ is known as the modulus of elasticity of the material. Of course it is common practice not to mention the operator $D^{0}$ (i.e. the identity operator) in (1.3) explicitly, but we have deviated from this path to stress the formal similarity between the two laws.

Now consider an experiment where the strain is manipulated in a controlled fashion such that, say, $\varepsilon(t)=t$ for $t \in[0, T]$ with some $T>0$. It then follows that the stress behaves as

$$
\sigma(t)=E t
$$

in the case of an elastic solid and

$$
\sigma(t)=\eta=\mathrm{const}
$$

for a viscous liquid. We may summarize these equations in the form

$$
\begin{equation*}
\psi_{k}=\frac{\sigma(t)}{\varepsilon(t)} t^{k} \tag{1.4}
\end{equation*}
$$

where $\psi_{0}=E$ and $\psi_{1}=\eta$. Evidently the case $k=0$ corresponds to Hooke's law for solids and $k=1$ refers to Newton's law for liquids.

In practice it is not uncommon to find so-called viscoelastic materials that exhibit a behaviour somewhere between the pure viscous liquid and the pure elastic solid, i.e. where one would observe a relationship of the form (1.4) with $0<k<1$. In this case it is appropriate to interpret $k$ as a second material constant in addition to $\psi_{k}$. Classical examples are polymers, but some types of biological tissue may also share this property as well as a number of metals (aluminium, for example) at least under certain temperature and pressure conditions. It should be noted that for the case of a constant strain $\varepsilon$, the stress in such a material would develop according to the formula

$$
\sigma(t)=\operatorname{const} \cdot t^{-k}
$$

and thus converges to zero for very long observation times. In this respect it once again lies between a viscous liquid for which $\sigma$ vanishes identically and an elastic solid whose stress $\sigma$ is a nonzero constant.

In view of all these "interpolation" properties it is natural to assume that it is also possible to model the relation between stress and strain for such a viscoelastic material via an equation of the form

$$
\begin{equation*}
\sigma(t)=v D^{k} \varepsilon(t) \tag{1.5}
\end{equation*}
$$

where $v$ is a material constant and $k \in(0,1)$ is the parameter introduced above. This equation "interpolates" between (1.2) and (1.3) in a similar spirit. In view of the above mentioned theoretical foundations of (1.5) laid by Nutting, this relation is frequently called Nutting's law.

We shall see in the following chapters that it is indeed justified to argue in this way if we define the differential operator $D^{k}$ properly. In particular it will turn out that all the relations mentioned above can be kept intact.

## Exercises

Exercise 1.1. Give a proof for Lemma 1.1.
Exercise 1.2. Show that, for $0<\mu_{1}<\mu_{2}<1$,

$$
H_{0} \supset H_{\mu_{1}} \supset H_{\mu_{2}} \supset H_{1} \supset C^{1}
$$

and

$$
H_{\mu_{2}} \supset H^{*} \supset H_{1} .
$$

Provide some examples showing that all the inclusions are strict.
Exercise 1.3. Show that $H_{1}[a, b] \subset A^{1}[a, b]$. Is the function $f$ with $f(x)=(x-a)^{\alpha}$ for some $0<\alpha<1$ an element of these two sets?

## Chapter 2 <br> Riemann-Liouville Differential and Integral Operators

We are now in a position to give a first definition for fractional integral and differential operators $J_{a}^{n}$ and $D^{n}, n \notin \mathbb{N}$. As indicated above, we begin with the integral operator.

### 2.1 Riemann-Liouville Integrals

In view of the considerations of the previous chapter, the following concept seems rather natural.

Definition 2.1. Let $n \in \mathbb{R}_{+}$. The operator $J_{a}^{n}$, defined on $L_{1}[a, b]$ by

$$
J_{a}^{n} f(x):=\frac{1}{\Gamma(n)} \int_{a}^{x}(x-t)^{n-1} f(t) \mathrm{d} t
$$

for $a \leq x \leq b$, is called the Riemann-Liouville fractional integral operator of order $n$.

For $n=0$, we set $J_{a}^{0}:=I$, the identity operator.
The definition for $n=0$ is quite convenient for future manipulations. It is evident that the Riemann-Liouville fractional integral coincides with the classical definition of $J_{a}^{n}$ in the case $n \in \mathbb{N}$, except for the fact that we have extended the domain from Riemann integrable functions to Lebesgue integrable functions (which will not lead to any problems in our development). Moreover, in the case $n \geq 1$ it is obvious that the integral $J_{a}^{n} f(x)$ exists for every $x \in[a, b]$ because the integrand is the product of an integrable function $f$ and the continuous function $(x-\cdot)^{n-1}$. In the case $0<n<1$ though, the situation is less clear at first sight. However, the following result asserts that this definition is justified.

Theorem 2.1. Let $f \in L_{1}[a, b]$ and $n>0$. Then, the integral $J_{a}^{n} f(x)$ exists for almost every $x \in[a, b]$. Moreover, the function $J_{a}^{n} f$ itself is also an element of $L_{1}[a, b]$.

Proof. We write the integral in question as

$$
\int_{a}^{x}(x-t)^{n-1} f(t) \mathrm{d} t=\int_{-\infty}^{\infty} \phi_{1}(x-t) \phi_{2}(t) \mathrm{d} t
$$

where

$$
\phi_{1}(u)= \begin{cases}u^{n-1} & \text { for } 0<u \leq b-a, \\ 0 & \text { else },\end{cases}
$$

and

$$
\phi_{2}(u)= \begin{cases}f(u) & \text { for } a \leq u \leq b, \\ 0 & \text { else } .\end{cases}
$$

By construction, $\phi_{j} \in L_{1}(\mathbb{R})$ for $j \in\{1,2\}$, and thus by a classical result on Lebesgue integration [190, Theorem 4.2d] the desired result follows.

One important property of integer-order integral operators is preserved by our generalization:

Theorem 2.2. Let $m, n \geq 0$ and $\phi \in L_{1}[a, b]$. Then,

$$
J_{a}^{m} J_{a}^{n} \phi=J_{a}^{m+n} \phi
$$

holds almost everywhere on $[a, b]$. If additionally $\phi \in C[a, b]$ or $m+n \geq 1$, then the identity holds everywhere on $[a, b]$.

Corollary 2.3. Under the assumptions of Theorem 2.2,

$$
J_{a}^{m} J_{a}^{n} \phi=J_{a}^{n} J_{a}^{m} \phi
$$

There is an algebraic way to state this result.
Theorem 2.4. The operators $\left\{J_{a}^{n}: L_{1}[a, b] \rightarrow L_{1}[a, b] ; n \geq 0\right\}$ form a commutative semigroup with respect to concatenation. The identity operator $J_{a}^{0}$ is the neutral element of this semigroup.

Proof (of Theorem 2.2). We have

$$
J_{a}^{m} J_{a}^{n} \phi(x)=\frac{1}{\Gamma(m) \Gamma(n)} \int_{a}^{x}(x-t)^{m-1} \int_{a}^{t}(t-\tau)^{n-1} \phi(\tau) \mathrm{d} \tau \mathrm{~d} t .
$$

In view of Theorem 2.1, the integrals exist, and by Fubini's theorem we may interchange the order of integration, obtaining

$$
\begin{aligned}
J_{a}^{m} J_{a}^{n} \phi(x) & =\frac{1}{\Gamma(m) \Gamma(n)} \int_{a}^{x} \int_{\tau}^{x}(x-t)^{m-1}(t-\tau)^{n-1} \phi(\tau) \mathrm{d} t \mathrm{~d} \tau \\
& =\frac{1}{\Gamma(m) \Gamma(n)} \int_{a}^{x} \phi(\tau) \int_{\tau}^{x}(x-t)^{m-1}(t-\tau)^{n-1} \mathrm{~d} t \mathrm{~d} \tau
\end{aligned}
$$

The substitution $t=\tau+s(x-\tau)$ yields

$$
\begin{aligned}
J_{a}^{m} J_{a}^{n} \phi(x)= & \frac{1}{\Gamma(m) \Gamma(n)} \int_{a}^{x} \phi(\tau) \int_{0}^{1}[(x-\tau)(1-s)]^{m-1} \\
& \times[s(x-\tau)]^{n-1}(x-\tau) \mathrm{d} s \mathrm{~d} \tau \\
= & \frac{1}{\Gamma(m) \Gamma(n)} \int_{a}^{x} \phi(\tau)(x-\tau)^{m+n-1} \int_{0}^{1}(1-s)^{m-1} s^{n-1} \mathrm{~d} s \mathrm{~d} \tau
\end{aligned}
$$

In view of Theorem D.6, $\int_{0}^{1}(1-s)^{m-1} s^{n-1} \mathrm{~d} s=\Gamma(m) \Gamma(n) / \Gamma(n+m)$, and thus

$$
J_{a}^{m} J_{a}^{n} \phi(x)=\frac{1}{\Gamma(m+n)} \int_{a}^{x} \phi(\tau)(x-\tau)^{m+n-1} \mathrm{~d} \tau=J_{a}^{m+n} \phi(x)
$$

almost everywhere on $[a, b]$.
Moreover, by the classical theorems on parameter integrals, if $\phi \in C[a, b]$ then also $J_{a}^{n} \phi \in C[a, b]$, and therefore $J_{a}^{m} J_{a}^{n} \phi \in C[a, b]$, and $J_{a}^{m+n} \phi \in C[a, b]$ too. Thus, since these two continuous functions coincide almost everywhere, they must coincide everywhere.

Finally, if $\phi \in L_{1}[a, b]$ and $m+n \geq 1$ we have, by the result above

$$
J_{a}^{m} J_{a}^{n} \phi=J_{a}^{m+n} \phi=J_{a}^{m+n-1} J_{a}^{1} \phi
$$

almost everywhere. Since $J_{a}^{1} \phi$ is continuous, we also have that $J_{a}^{m+n} \phi=J_{a}^{m+n-1} J_{a}^{1} \phi$ is continuous, and once again we may conclude that the two functions on either side of the equality almost everywhere are continuous; thus they must be identical everywhere.

We now consider some mapping properties of the operator $J_{a}^{n}$. Roughly speaking, we shall see that fractional integration improves the smoothness properties of functions. To be a bit more precise, we can say that $J_{a}^{n} \phi$ is the sum of two expressions one of which (denoted by $\Phi$ in the theorem below) is usually better behaved than $\phi$ itself, whereas the other one may be non-smooth at the point $a$ (with a precisely known behaviour there) and is a $C^{\infty}$ function elsewhere.

Theorem 2.5. Let $\phi \in H_{\mu}[a, b]$ for some $\mu \in[0,1]$, and let $0<n<1$. Then

$$
J_{a}^{n} \phi(x)=\frac{\phi(a)}{\Gamma(n+1)}(x-a)^{n}+\Phi(x)
$$

with some function $\Phi$. This function $\Phi$ satisfies

$$
\Phi(x)=O\left((x-a)^{\mu+n}\right)
$$

as $x \rightarrow a$. Moreover,

$$
\Phi \in \begin{cases}H_{\mu+n}[a, b] & \text { if } \mu+n<1 \\ H^{*}[a, b] & \text { if } \mu+n=1 \\ H_{1}[a, b] & \text { if } \mu+n>1\end{cases}
$$

Remark 2.1. It is possible to show an even stronger statement in the case $\mu+n>1$ : Under this assumption we have that $\Phi \in C^{1}[a, b]$ and $\Phi^{\prime} \in H_{\mu+n-1}[a, b]$, cf. [167, Theorem 3.1].

Proof (of Theorem 2.5). We have

$$
J_{a}^{n} \phi(x)=\frac{\phi(a)}{\Gamma(n)} \int_{a}^{x}(x-t)^{n-1} \mathrm{~d} t+\frac{1}{\Gamma(n)} \int_{a}^{x} \frac{\phi(t)-\phi(a)}{(x-t)^{1-n}} \mathrm{~d} t .
$$

This yields the desired representation with

$$
\Phi(x)=\frac{1}{\Gamma(n)} \int_{a}^{x} \frac{\phi(t)-\phi(a)}{(x-t)^{1-n}} \mathrm{~d} t
$$

In view of $\phi \in H_{\mu}$,

$$
\begin{aligned}
|\Phi(x)| & \leq \frac{1}{\Gamma(n)} \int_{a}^{x} \frac{L|t-a|^{\mu}}{(x-t)^{1-n}} \mathrm{~d} t=\frac{L}{\Gamma(n)} \int_{a}^{x}(t-a)^{\mu}(x-t)^{n-1} \mathrm{~d} t \\
& =\frac{L}{\Gamma(n)}(x-a)^{\mu+n} \int_{0}^{1} s^{\mu}(1-s)^{n-1} \mathrm{~d} s=O\left((x-a)^{\mu+n}\right) .
\end{aligned}
$$

Now we set $g(x):=(\phi(x)-\phi(a)) / \Gamma(n)$. Moreover let $h>0$ and $x, x+h \in[a, b]$. Then,

$$
\begin{aligned}
\Phi(x+h)-\Phi(x)= & \int_{a}^{x+h} g(t)(x+h-t)^{n-1} \mathrm{~d} t-\int_{a}^{x} g(t)(x-t)^{n-1} \mathrm{~d} t \\
= & \int_{a}^{x} g(t)\left[(x+h-t)^{n-1}-(x-t)^{n-1}\right] \mathrm{d} t \\
& +\int_{x}^{x+h} g(t)(x+h-t)^{n-1} \mathrm{~d} t \\
= & \underbrace{\int_{a}^{x}(g(t)-g(x))\left[(x+h-t)^{n-1}-(x-t)^{n-1}\right] \mathrm{d} t}_{=: K_{1}} \\
& +\underbrace{\int_{x}^{x+h}(g(t)-g(x))(x+h-t)^{n-1} \mathrm{~d} t}_{=: K_{2}}+K_{3}
\end{aligned}
$$

where $K_{3}$ contains the remaining terms. An explicit calculation shows that

$$
K_{3}=g(x)\left(\int_{a}^{x}\left[(x+h-t)^{n-1}-(x-t)^{n-1}\right] \mathrm{d} t+\int_{x}^{x+h}(x+h-t)^{n-1} \mathrm{~d} t\right)
$$

We estimate the terms $K_{1}, K_{2}$, and $K_{3}$ separately. In view of our assumption $\phi \in H_{\mu}$, it is clear that $g \in H_{\mu}$ too, and hence

$$
\begin{aligned}
\left|K_{1}\right| & =\left|\int_{0}^{x-a}(g(x-u)-g(x))\left[(u+h)^{n-1}-u^{n-1}\right] \mathrm{d} u\right| \\
& \leq L \int_{0}^{x-a} u^{\mu}\left[u^{n-1}-(u+h)^{n-1}\right] \mathrm{d} u \\
& =\operatorname{Lh} \int_{0}^{(x-a) / h}(h t)^{\mu}\left[(t h)^{n-1}-(t h+h)^{n-1}\right] \mathrm{d} t \\
& =L h^{\mu+n} \int_{0}^{(x-a) / h} t^{\mu}\left[t^{n-1}-(t+1)^{n-1}\right] \mathrm{d} t .
\end{aligned}
$$

At $t \rightarrow 0$, there is no problem with the convergence of the integral since the integrand behaves as $t^{\mu+n-1}$ there (the exponent is strictly greater than -1 ). In the case $x-a<h$, the integral is bounded by $\int_{0}^{1} t^{\mu+n-1} \mathrm{~d} t=1 /(\mu+n)$, and thus $K_{1}=$ $O\left(h^{\mu+n}\right)$ in this case. If $x-a \geq h$, we find

$$
\begin{aligned}
& \int_{0}^{(x-a) / h} t^{\mu}\left[t^{n-1}-(t+1)^{n-1}\right] \mathrm{d} t \\
& \quad=\int_{0}^{1} t^{\mu}\left[t^{n-1}-(t+1)^{n-1}\right] \mathrm{d} t+\int_{1}^{(x-a) / h} t^{\mu}\left[t^{n-1}-(t+1)^{n-1}\right] \mathrm{d} t \\
& \quad<\frac{1}{\mu+n}+(1-n) \int_{1}^{(x-a) / h} t^{\mu+n-2} \mathrm{~d} t
\end{aligned}
$$

in view of the mean value theorem of differential calculus. The remaining integral can easily be calculated explicitly. We find for $\mu+n<1$ that

$$
\begin{aligned}
\left|K_{1}\right| & \leq O\left(h^{\mu+n}\right)\left(\frac{1}{\mu+n}+(1-n) \int_{1}^{(x-a) / h} t^{\mu+n-2} \mathrm{~d} t\right) \\
& \leq O\left(h^{\mu+n}\right)\left(\frac{1}{\mu+n}+(1-n) \int_{1}^{\infty} t^{\mu+n-2} \mathrm{~d} t\right) \leq O\left(h^{\mu+n}\right)
\end{aligned}
$$

because of $\mu+n<1$ and $x-a \geq h$. For $\mu+n=1$ a similar calculation gives

$$
\left|K_{1}\right| \leq O\left(h^{\mu+n}\right)\left(1+\int_{1}^{(x-a) / h} t^{-1} \mathrm{~d} t\right)=O\left(h \ln h^{-1}\right)
$$

Finally for $\mu+n>1$ we have, since $x \leq b$,

$$
\left|K_{1}\right| \leq O\left(h^{\mu+n}\right) \int_{1}^{(b-a) / h} t^{\mu+n-2} \mathrm{~d} t=O\left(h^{\mu+n}\right)\left(\frac{b-a}{h}\right)^{\mu+n-1}=O(h)
$$

Thus

$$
K_{1}= \begin{cases}O\left(h^{\mu+n}\right) & \text { for } \mu+n<1 \\ O\left(h \ln h^{-1}\right) & \text { for } \mu+n=1 \\ O(h) & \text { for } \mu+n>1\end{cases}
$$

Next we estimate $K_{2}$. We again use the fact that $g \in H_{\mu}$ to derive (using the substitution $s=(t-x) / h)$

$$
\left|K_{2}\right| \leq L \int_{x}^{x+h}(t-x)^{\mu}(x+h-t)^{n-1} \mathrm{~d} t=L h^{\mu+n} \int_{0}^{1} s^{\mu}(1-s)^{n-1} \mathrm{~d} s=O\left(h^{\mu+n}\right)
$$

irrespective of $\mu$ and $n$. Obviously this bound is stronger than the above bound for $K_{1}$.

Finally for $K_{3}$ we use the Hölder assumption on $\phi$ which implies that $|g(x)| \leq$ $L(x-a)^{\mu}$ for some constant $L$. Evaluating the integrals analytically, we find

$$
\left|K_{3}\right| \leq \frac{L}{n}(x-a)^{\mu}\left[(x-a+h)^{n}-(x-a)^{n}\right] .
$$

In the case $x-a \leq h$, this is bounded from above by $O\left(h^{\mu+n}\right)$. If $x-a>h$, we estimate the term in brackets by the mean value theorem of differential calculus and find (taking into account that $n<1$ )

$$
K_{3}=O(1)(x-a)^{\mu} h(x-a)^{n-1}=O(h)(x-a)^{\mu+n-1} .
$$

Once again we look at the three cases separately and find $K_{3}=O(h)$ for $\mu+n=1$, $\left|K_{3}\right| \leq O(h) h^{\mu+n-1}=O\left(h^{\mu+n}\right)$ for $\mu+n<1$, and $\left|K_{3}\right| \leq O(h)(b-a)^{\mu+n-1}=O(h)$ for $\mu+n>1$. Again, these estimates are stronger than those we obtained for $K_{1}$.

Combining all the estimates, we derive

$$
\Phi(x+h)-\Phi(x)= \begin{cases}O\left(h^{\mu+n}\right) & \text { for } \mu+n<1 \\ O\left(h \ln h^{-1}\right) & \text { for } \mu+n=1 \\ O(h) & \text { for } \mu+n>1\end{cases}
$$

A similar result may be obtained when we assume the integrand $\phi$ to be in a suitable Lebesgue class.
Theorem 2.6. Let $n>0, p>\max \{1,1 / n\}$, and $\phi \in L_{p}[a, b]$. Then

$$
J_{a}^{n} \phi(x)=o\left((x-a)^{n-1 / p}\right)
$$

as $x \rightarrow a+$. If additionally $n-1 / p \notin \mathbb{N}$, then $J_{a}^{n} \phi \in C^{\lfloor n-1 / p\rfloor}[a, b]$, and $D^{\lfloor n-1 / p\rfloor} J_{a}^{n} \phi \in$ $H_{n-1 / p-\lfloor n-1 / p\rfloor}[a, b]$.

Remark 2.2. In the case $n-1 / p \in \mathbb{N}$, a slightly modified statement may be shown. The Hölder condition on the derivative of $J_{a}^{n} \phi$ must be replaced by a condition similar to the one defining the set $H^{*}$. We refer to [167, Theorem 3.6] for details.

Proof (of Theorem 2.6). For the given $p$, we introduce the conjugate exponent $q \in$ $[1, \infty)$ by the relation $p^{-1}+q^{-1}=1$. Then, by definition of the Riemann-Liouville integral operator and Hölder's inequality,

$$
\begin{aligned}
\left|J_{a}^{n} \phi(x)\right| & \leq \frac{1}{\Gamma(n)}\left(\int_{a}^{x}|\phi(t)|^{p} \mathrm{~d} t\right)^{1 / p}\left(\int_{a}^{x}|x-t|^{(n-1) q} \mathrm{~d} t\right)^{1 / q} \\
& \leq \frac{(x-a)^{n-1 / p}}{\Gamma(n)((n-1) q+1)^{1 / q}}\left(\int_{a}^{x}|\phi(t)|^{p} \mathrm{~d} t\right)^{1 / p}=o\left((x-a)^{n-1 / p}\right)
\end{aligned}
$$

For the proof of the smoothness result, we discuss the case $n-1 / p<1$ first. Here, we find that

$$
\begin{aligned}
J_{a}^{n} \phi(x+h)-J_{a}^{n} \phi(x)= & \frac{1}{\Gamma(n)} \underbrace{\int_{x}^{x+h}(x+h-t)^{n-1} \phi(t) \mathrm{d} t}_{=: K_{1}} \\
& +\frac{1}{\Gamma(n)} \underbrace{\int_{a}^{x}\left[(x+h-t)^{n-1}-(x-t)^{n-1}\right] \phi(t) \mathrm{d} t}_{=: K_{2}}
\end{aligned}
$$

As above we use Hölder's inequality to derive that

$$
\left|K_{1}\right| \leq\left(\int_{x}^{x+h}|\phi(t)|^{p} \mathrm{~d} t\right)^{1 / p}\left(\int_{x}^{x+h}(x+h-t)^{(n-1) q} \mathrm{~d} t\right)^{1 / q} \leq c h^{n-1 / p}
$$

with some constant $c$. Moreover, also by Hölder's inequality,

$$
\begin{aligned}
\left|K_{2}\right| & \leq\|\phi\|_{L_{p}}\left(\int_{a}^{x}\left|(x+h-t)^{n-1}-(x-t)^{n-1}\right|^{q} \mathrm{~d} t\right)^{1 / q} \\
& \leq\|\phi\|_{L_{p}} h^{n-1 / p}\left(\int_{0}^{(x-a) / h}\left|s^{n-1}-(s+1)^{n-1}\right|^{q} \mathrm{~d} s\right)^{1 / q}
\end{aligned}
$$

In the case $x-a \leq h$ the latter integral is bounded by a constant. In the complementary case $x-a>h$, we use (as in the proof of the previous theorem) the mean value theorem of differential calculus and find

$$
\begin{aligned}
& \int_{0}^{(x-a) / h}\left|s^{n-1}-(s+1)^{n-1}\right|^{q} \mathrm{~d} s \\
& \quad=\int_{0}^{1}\left|s^{n-1}-(s+1)^{n-1}\right|^{q} \mathrm{~d} s+\int_{1}^{(x-a) / h}\left|s^{n-1}-(s+1)^{n-1}\right|^{q} \mathrm{~d} s
\end{aligned}
$$

$$
\begin{aligned}
& \leq c+|n-1| \int_{1}^{(x-a) / h} s^{(n-2) q} \mathrm{~d} s \\
& =c+\frac{|n-1|}{q(n-2)+1}\left[s^{q(n-2)+1}\right]_{1}^{(x-a) / h}
\end{aligned}
$$

with some constant $c$. We look at the denominator in the last expression and find that

$$
q(n-2)+1=q\left(n-1-1+\frac{1}{q}\right)=q\left(n-1-\frac{1}{p}\right)<0
$$

in view of $q>0$ and our assumption that $n-1 / p<1$. Thus we may continue the estimation for the integral by

$$
\begin{aligned}
& \int_{0}^{(x-a) / h}\left|s^{n-1}-(s+1)^{n-1}\right|^{q} \mathrm{~d} s \\
& \quad \leq c+\left|\frac{n-1}{q(n-2)+1}\right|\left(1-\left(\frac{x-a}{h}\right)^{q(n-2)+1}\right)=O(1)
\end{aligned}
$$

Hence

$$
K_{2}=O\left(h^{n-1 / p}\right)
$$

too, and therefore $J_{a}^{n} \phi \in H_{n-1 / p}$ in this case.
Now we discuss the remaining case $n-1 / p>1$. Then, in particular, $n>1$, and in view of the semigroup property of fractional integration we may write

$$
J_{a}^{n} \phi=J_{a}^{\lfloor n-1 / p\rfloor} J_{a}^{n-\lfloor n-1 / p\rfloor} \phi .
$$

Therefore, by the fundamental theorem of calculus,

$$
D^{\lfloor n-1 / p\rfloor} J_{a}^{n} \phi=J_{a}^{n-\lfloor n-1 / p\rfloor} \phi=J_{a}^{\tilde{n}} \phi .
$$

Here we have that $\tilde{n}=n-\lfloor n-1 / p\rfloor \geq n-\lfloor n\rfloor \geq 0$ and $\tilde{n}-1 / p=n-1 / p-$ $\lfloor n-1 / p\rfloor<1$ because, by assumption, $n-1 / p \notin \mathbb{N}$. Thus we may apply the result that we just proved, with $n$ replaced by $\tilde{n}$, and find that $D^{\lfloor n-1 / p\rfloor} J_{a}^{n} \phi=J_{a}^{\tilde{n}} \phi \in$ $H_{\tilde{n}-1 / p-\lfloor\tilde{n}-1 / p\rfloor}=H_{n-1 / p-\lfloor n-1 / p\rfloor}$. (The indices of the Hölder spaces are identical here because the difference $\tilde{n}-n$ is an integer.)

Example 2.1. Let $f(x)=(x-a)^{\beta}$ for some $\beta>-1$ and $n>0$. Then,

$$
J_{a}^{n} f(x)=\frac{\Gamma(\beta+1)}{\Gamma(n+\beta+1)}(x-a)^{n+\beta} .
$$

In view of the well known corresponding result in the case $n \in \mathbb{N}$, this result is precisely what one would expect from a sensible generalization of the integral operator. In view of Theorem D.6, the derivation is direct:

$$
\begin{aligned}
J_{a}^{n} f(x) & =\frac{1}{\Gamma(n)} \int_{a}^{x}(t-a)^{\beta}(x-t)^{n-1} \mathrm{~d} t \\
& =\frac{1}{\Gamma(n)}(x-a)^{n+\beta} \int_{0}^{1} s^{\beta}(1-s)^{n-1} \mathrm{~d} s=\frac{\Gamma(\beta+1)}{\Gamma(n+\beta+1)}(x-a)^{n+\beta}
\end{aligned}
$$

Next we discuss the interchange of limit operation and fractional integration.
Theorem 2.7. Let $n>0$. Assume that $\left(f_{k}\right)_{k=1}^{\infty}$ is a uniformly convergent sequence of continuous functions on $[a, b]$. Then we may interchange the fractional integral operator and the limit process, i.e.

$$
\left(J_{a}^{n} \lim _{k \rightarrow \infty} f_{k}\right)(x)=\left(\lim _{k \rightarrow \infty} J_{a}^{n} f_{k}\right)(x)
$$

In particular, the sequence of functions $\left(J_{a}^{n} f_{k}\right)_{k=1}^{\infty}$ is uniformly convergent.
Proof. We denote the limit of the sequence $\left(f_{k}\right)$ by $f$. It is well known that $f$ is continuous. We then find

$$
\begin{aligned}
\left|J_{a}^{n} f_{k}(x)-J_{a}^{n} f(x)\right| & \leq \frac{1}{\Gamma(n)} \int_{a}^{x}\left|f_{k}(t)-f(t)\right|(x-t)^{n-1} \mathrm{~d} t \\
& \leq \frac{1}{\Gamma(n)}\left\|f_{k}-f\right\|_{\infty} \int_{a}^{x}(x-t)^{n-1} \mathrm{~d} t \\
& =\frac{1}{\Gamma(n+1)}\left\|f_{k}-f\right\|_{\infty}(x-a)^{n} \\
& \leq \frac{1}{\Gamma(n+1)}\left\|f_{k}-f\right\|_{\infty}(b-a)^{n}
\end{aligned}
$$

which converges to zero as $k \rightarrow \infty$ uniformly for all $x \in[a, b]$.
Corollary 2.8. Let $f$ be analytic in $(a-h, a+h)$ for some $h>0$, and let $n>0$. Then

$$
J_{a}^{n} f(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k}(x-a)^{k+n}}{k!(n+k) \Gamma(n)} D^{k} f(x)
$$

for $a \leq x<a+h / 2$, and

$$
J_{a}^{n} f(x)=\sum_{k=0}^{\infty} \frac{(x-a)^{k+n}}{\Gamma(k+1+n)} D^{k} f(a)
$$

for $a \leq x<a+h$. In particular, $J_{a}^{n} f$ is analytic in $(a, a+h)$.
Proof. For the first statement, we use the definition of the Riemann-Liouville integral operator $J_{a}^{n}$, viz.

$$
J_{a}^{n} f(x)=\frac{1}{\Gamma(n)} \int_{a}^{x} f(t)(x-t)^{n-1} \mathrm{~d} t
$$

and expand $f(t)$ into a power series about $x$. Since $x \in[a, a+h / 2)$, the power series converges in the entire interval of integration. Thus, by Theorem 2.7, it is legal to exchange summation and integration. Then we use the explicit representation for the fractional integral of the power function that we had derived in Example 2.1 to find the final result.

For the second statement, we proceed in a similar way, but we now expand the power series at $a$ and not at $x$. This allows us again to conclude the convergence of the series in the required interval.

The analyticity of $J_{a}^{n} f$ follows immediately from the second statement.
The statements of these last two results allow us to look at another instructive example.

Example 2.2. Let $f(x)=\exp (\lambda x)$ with some $\lambda>0$. Compute $J_{0}^{n} f(x)$ for $n>0$.
In the case $n \in \mathbb{N}$ we obviously have $J_{0}^{n} f(x)=\lambda^{-n} \exp (\lambda x)$. However, this result does not generalize in a straightforward way to the case $n \notin \mathbb{N}$. Rather, in view of the well known series expansion of the exponential function, Theorem 2.7 and Example 2.1, we find

$$
\begin{aligned}
J_{0}^{n} f(x) & =J_{0}^{n}\left[\sum_{k=0}^{\infty} \frac{(\lambda \cdot)^{k}}{k!}\right](x)=\sum_{k=0}^{\infty} \frac{\lambda^{k}}{k!} J_{0}^{n}\left[(\cdot)^{k}\right](x) \\
& =\sum_{k=0}^{\infty} \frac{\lambda^{k}}{\Gamma(k+n+1)} x^{k+n}=\lambda^{-n} \sum_{k=0}^{\infty} \frac{(\lambda x)^{k+n}}{\Gamma(k+n+1)}
\end{aligned}
$$

and here the series on the right-hand side is not $\exp (\lambda x)$. In Chap. 4 we shall encounter a class of functions that we can conveniently use to express the series, but for the moment we only note that fractional integral operators of Riemann-Liouville type do not reproduce exponential functions in the same way as integrals of integer order do.

Incidentally the same problem arises when we compute fractional integrals of other non-polynomial functions that have very simple integer-order integrals such as the sine or cosine function. We encourage the reader to work out the details as an exercise.

In the last two theorems of this section we discuss another important property of fractional integral operators, namely the continuity with respect to the order of the operator. We first look at the case that we work in Lebesgue spaces. Under this assumption the situation is very simple:

Theorem 2.9. Let $1 \leq p<\infty$ and let $\left(m_{k}\right)_{k=1}^{\infty}$ be a convergent sequence of nonnegative numbers with limit $m$. Then, for every $f \in L_{p}[a, b]$,

$$
\lim _{k \rightarrow \infty} J_{a}^{m_{k}} f=J_{a}^{m} f
$$

where the convergence is in the sense of the $L_{p}[a, b]$ norm.

A proof of this result may be found in [167, Theorem 2.6].
However, when we deal with the space $C[a, b]$ equipped with the Chebyshev norm (which is much more interesting and important for the applications that we have in mind), then the situation is more complicated. In order to illustrate this, we provide a very simple example before coming to the theorem itself that will describe the general case.

Example 2.3. Let $f(x)=1$ and consider a strictly monotonic and convergent sequence $\left(m_{k}\right)_{k=1}^{\infty}$ of nonnegative numbers with limit $m \geq 0$. By Example 2.1 we find that

$$
J_{a}^{m_{k}} f(x)=\frac{1}{\Gamma\left(m_{k}+1\right)}(x-a)^{m_{k}}
$$

Then we have to introduce a distinction of two cases that exhibit very different types of behaviour:

- If $m>0$ then

$$
\begin{equation*}
\left\|J_{a}^{m_{k}} f-J_{a}^{m} f\right\|_{\infty}=\sup _{x \in[a, b]}\left|\frac{(x-a)^{m_{k}}}{\Gamma\left(m_{k}+1\right)}-\frac{(x-a)^{m}}{\Gamma(m+1)}\right| \rightarrow 0 \tag{2.1}
\end{equation*}
$$

as $m_{k} \rightarrow m$, which can be shown with a lengthy but simple estimation. We leave the details of this special case to the reader (the result will of course follow from Theorem 2.10 below) and only note that we have convergence in the Chebyshev norm in this case.

- If $m=0$ then the sequence $\left(m_{k}\right)$ must be decreasing. Moreover we have that $J_{a}^{m_{k}} f(a)=0$ for all $k$, whereas $J_{a}^{m} f(a)=J_{a}^{0} f(a)=f(a)=1$, i.e. we do not even have pointwise convergence, let alone convergence in the Chebyshev norm (uniform convergence).

A complete description of the situation looks as follows.
Theorem 2.10. Let $f \in C[a, b]$ and $m \geq 0$. Moreover assume that $\left(m_{k}\right)$ is a sequence of positive numbers such that $\lim _{k \rightarrow \infty} m_{k}=m$. Then, for every $\varepsilon>0$,

$$
\lim _{k \rightarrow \infty} \sup _{x \in[a+\varepsilon, b]}\left|J_{a}^{m_{k}} f(x)-J_{a}^{m} f(x)\right|=0 .
$$

If additionally $m>0$ or $f(x)=O\left((x-a)^{\delta}\right)$ as $x \rightarrow$ for some $\delta>0$ then

$$
\lim _{k \rightarrow \infty}\left\|J_{a}^{m_{k}} f-J_{a}^{m} f\right\|_{\infty}=0
$$

Proof. We begin with the case $m>0$. Without loss of generality we may assume that $m_{k}>m / 2$ for all $k$. It then follows for arbitrary $x \in[a, b]$ that

$$
\begin{aligned}
\left|J_{a}^{m_{k}} f(x)-J_{a}^{m} f(x)\right| \leq & \int_{a}^{x}|f(t)|\left|\frac{(x-t)^{m_{k}-1}}{\Gamma\left(m_{k}\right)}-\frac{(x-t)^{m-1}}{\Gamma(m)}\right| \mathrm{d} t \\
& \leq\|f\|_{\infty} \int_{a}^{x}(x-t)^{m / 4}\left|\frac{(x-t)^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{(x-t)^{-1+3 m / 4}}{\Gamma(m)}\right| \mathrm{d} t
\end{aligned}
$$

$$
\begin{aligned}
& =\|f\|_{\infty} \int_{0}^{x-a} u^{m / 4}\left|\frac{u^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{u^{-1+3 m / 4}}{\Gamma(m)}\right| \mathrm{d} u \\
& \leq\|f\|_{\infty} \int_{0}^{b-a} u^{m / 4}\left|\frac{u^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{u^{-1+3 m / 4}}{\Gamma(m)}\right| \mathrm{d} u \\
& \leq\|f\|_{\infty}(b-a)^{m / 4} \int_{0}^{b-a}\left|\frac{u^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{u^{-1+3 m / 4}}{\Gamma(m)}\right| \mathrm{d} u .
\end{aligned}
$$

It is easy to see that the integrand only changes its sign for

$$
u=c_{k}:=\left(\frac{\Gamma\left(m_{k}\right)}{\Gamma(m)}\right)^{1 /\left(m_{k}-m\right)}
$$

and an explicit calculation using de l'Hospital's rule reveals that $\lim _{k \rightarrow \infty} c_{k}=$ $\exp (-\Psi(m))$ where $\Psi=\Gamma^{\prime} / \Gamma$ denotes the Digamma function. Thus we may continue our estimation above according to

$$
\begin{aligned}
&\left|J_{a}^{m_{k}} f(x)-J_{a}^{m} f(x)\right| \leq\|f\|_{\infty}(b-a)^{m / 4} \int_{0}^{b-a}\left|\frac{u^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{u^{-1+3 m / 4}}{\Gamma(m)}\right| \mathrm{d} u \\
& \leq\|f\|_{\infty}(b-a)^{m / 4} \mid \int_{0}^{c_{k}}\left(\frac{u^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{u^{-1+3 m / 4}}{\Gamma(m)}\right) \mathrm{d} u \\
& \left.-\int_{c_{k}}^{b-a}\left(\frac{u^{m_{k}-1-m / 4}}{\Gamma\left(m_{k}\right)}-\frac{u^{-1+3 m / 4}}{\Gamma(m)}\right) \mathrm{d} u \right\rvert\, \\
&=\|f\|_{\infty}(b-a)^{m / 4} \left\lvert\, \frac{2 c_{k}^{m_{k}-m / 4}}{\Gamma\left(m_{k}\right)\left(m_{k}-\frac{m}{4}\right)}-\frac{8 c_{k}^{3 m / 4}}{3 m \Gamma(m)}\right. \\
& \left.-\frac{(b-a)^{m_{k}-m / 4}}{\Gamma\left(m_{k}\right)\left(m_{k}-\frac{m}{4}\right)}+\frac{4(b-a)^{3 m / 4}}{3 m \Gamma(m)} \right\rvert\,
\end{aligned}
$$

and evidently the term inside the absolute value operation converges to 0 as $m_{k} \rightarrow m$, which completes the proof in the case $m>0$.

In the case $m=0$ this argument is not applicable. Instead, we proceed as follows. For some $\varepsilon_{*} \in[0, x-a]$ that will be specified more precisely later, we write

$$
\begin{aligned}
\left|J_{a}^{m_{k}} f(x)-f(x)\right| & =\left|\int_{a}^{x} f(t) \frac{(x-t)^{m_{k}-1}}{\Gamma\left(m_{k}\right)} \mathrm{d} t-f(x)\right| \\
& \leq\left|\int_{a}^{x-\varepsilon_{*}} f(t) \frac{(x-t)^{m_{k}-1}}{\Gamma\left(m_{k}\right)} \mathrm{d} t\right|+\left|\int_{x-\varepsilon_{*}}^{x} f(t) \frac{(x-t)^{m_{k}-1}}{\Gamma\left(m_{k}\right)} \mathrm{d} t-f(x)\right| \\
& \leq \frac{\varepsilon_{*}^{m_{k}-1}\|f\|_{\infty}\left(x-\varepsilon_{*}-a\right)}{\Gamma\left(m_{k}\right)}+\left|\int_{0}^{\varepsilon_{*}} f(x-u) \frac{u^{m_{k}-1}}{\Gamma\left(m_{k}\right)} \mathrm{d} u-f(x)\right|
\end{aligned}
$$

Using the generalized mean value theorem, we find that the integral can be represented in the form

$$
\int_{0}^{\varepsilon_{*}} f(x-u) \frac{u^{m_{k}-1}}{\Gamma\left(m_{k}\right)} \mathrm{d} u=f(\xi) \int_{0}^{\varepsilon_{*}} \frac{u^{m_{k}-1}}{\Gamma\left(m_{k}\right)} \mathrm{d} u=f(\xi) \frac{\varepsilon_{*}^{m_{k}}}{\Gamma\left(m_{k}+1\right)}
$$

with some $\xi \in\left[x-\varepsilon_{*}, x\right]$. Thus,

$$
\begin{equation*}
\left|J_{a}^{m_{k}} f(x)-f(x)\right| \leq \frac{\varepsilon_{*}^{m_{k}-1}\|f\|_{\infty}\left(b-\varepsilon_{*}-a\right)}{\Gamma\left(m_{k}\right)}+\left|\frac{f(\xi) \varepsilon_{*}^{m_{k}}}{\Gamma\left(m_{k}+1\right)}-f(x)\right| \tag{2.2}
\end{equation*}
$$

for all $x \in\left[a+\varepsilon_{*}, b\right]$, where $\xi \in\left[x-\varepsilon_{*}, x\right]$. Now we set $\varepsilon_{*}:=m_{k}^{1 / 2}$. For the value $\varepsilon$ mentioned in the claim (that has been fixed in advance), we know that (since $m_{k} \rightarrow 0$ ) there exists some $k_{0} \in \mathbb{N}$ such that for all $k \geq k_{0}$ we have $\varepsilon_{*}=m_{k}^{1 / 2}<\varepsilon$. Thus, for these $k$ the inequality (2.2) is valid for all $x \in[a+\varepsilon, b]$. With our special choice of $\varepsilon_{*}$ it takes the form

$$
\begin{align*}
& \left|J_{a}^{m_{k}} f(x)-f(x)\right| \\
& \quad \leq \frac{m_{k}^{\left(m_{k}-1\right) / 2}}{\Gamma\left(m_{k}\right)}(b-a)\|f\|_{\infty}+\left|\frac{f(\xi) m_{k}^{m_{k} / 2}}{\Gamma\left(m_{k}+1\right)}-f(\xi)+f(\xi)-f(x)\right| \\
& \quad \leq \frac{m_{k}^{\left(m_{k}-1\right) / 2}}{\Gamma\left(m_{k}\right)}(b-a)\|f\|_{\infty}+\|f\|_{\infty}\left(\frac{m_{k}^{m_{k} / 2}}{\Gamma\left(m_{k}+1\right)}-1\right)+\omega(f ; x-\xi) \tag{2.3}
\end{align*}
$$

where

$$
\omega(g ; h):=\sup \left\{\left|g\left(y_{1}\right)-g\left(y_{2}\right)\right|: y_{1}, y_{2} \in[a, b],\left|y_{1}-y_{2}\right| \leq h\right\}
$$

denotes the classical modulus of continuity of the function $g:[a, b] \rightarrow \mathbb{R}$. An explicit calculation, using the rule of de l'Hospital, yields

$$
\frac{m_{k}^{\left(m_{k}-1\right) / 2}}{\Gamma\left(m_{k}\right)} \rightarrow 0 \quad \text { and } \quad \frac{m_{k}^{m_{k} / 2}}{\Gamma\left(m_{k}+1\right)}-1 \rightarrow 0
$$

as $k \rightarrow \infty$. Moreover, our results above imply that $\xi \rightarrow x$ as $k \rightarrow \infty$, and since $f$ is continuous this implies that $\omega(f ; x-\xi) \rightarrow 0$ as well. Thus we have the uniform convergence to 0 on $[a+\varepsilon, b]$.

Finally we have to prove the uniform convergence on all of $[a, b]$ in the case $m=0$ if $f(x)=O\left((x-a)^{\delta}\right)$. To this end we proceed much as in the previous case,
and in particular we still find the bound (2.3) for $x \geq a+\varepsilon_{*}=a+m_{k}^{1 / 2}$. In the case $x=a$ we trivially have

$$
\left|J_{a}^{m_{k}} f(x)-f(x)\right|=0-0=0,
$$

and hence it remains to prove the uniform convergence for $x \in\left[a, a+m_{k}^{1 / 2}\right]$. Since

$$
|f(x)| \leq C(x-a)^{\delta} \leq C m_{k}^{\delta / 2}
$$

for this range of $x$ (where $C$ is a constant independent of $k$ ) and

$$
\begin{aligned}
\left|J_{a}^{m_{k}} f(x)\right| & =\frac{1}{\Gamma\left(m_{k}\right)}\left|\int_{a}^{x}(x-t)^{m_{k}-1} f(t) \mathrm{d} t\right| \\
& \leq \frac{C}{\Gamma\left(m_{k}\right)} \int_{a}^{x}(x-t)^{m_{k}-1}(t-a)^{\delta} \mathrm{d} t \\
& =\frac{C}{\Gamma\left(m_{k}\right)}(x-a)^{m_{k}+\delta} \int_{0}^{1}(1-s)^{m_{k}-1} s^{\delta} \mathrm{d} s \\
& =C \frac{\Gamma(\delta+1)}{\Gamma\left(m_{k}+\delta+1\right)}(x-a)^{m_{k}+\delta} \\
& \leq C \frac{\Gamma(\delta+1)}{\Gamma\left(m_{k}+\delta+1\right)} m_{k}^{\left(m_{k}+\delta\right) / 2}
\end{aligned}
$$

by the substitution $s=(t-a) /(x-a)$ and the fundamental properties of the Beta function, we find for $x \in\left[a, a+m_{k}^{1 / 2}\right]$

$$
\begin{aligned}
\left|J_{a}^{m_{k}} f(x)-f(x)\right| & \leq\left|J_{a}^{m_{k}} f(x)\right|+|f(x)| \\
& \leq C \frac{\Gamma(\delta+1)}{\Gamma\left(m_{k}+\delta+1\right)} m_{k}^{\left(m_{k}+\delta\right) / 2}+C m_{k}^{\delta / 2}
\end{aligned}
$$

Recalling that, by de l'Hospital's rule, $m_{k}^{m_{k} / 2} \rightarrow 1$ and hence $m_{k}^{\left(m_{k}+\delta\right) / 2} \rightarrow 0$ as $k \rightarrow \infty$, we indeed obtain the required uniform convergence result.

An alternative proof of the second part of this theorem will be given in Remark 6.11.

### 2.2 Riemann-Liouville Derivatives

Having established these fundamental properties of Riemann-Liouville integral operators, we now come to the corresponding differential operators. To motivate the definition coming up, we recall Lemma 1.2 that (under certain conditions) states the identity

$$
D^{n} f=D^{m} J_{a}^{m-n} f
$$

where $m$ and $n$ were integers such that $m>n$. Now assume that $n$ is not an integer. Then we may still choose an integer $m$ such that $m>n$. In view of the theory developed in the previous section, the right-hand side of the identity remains meaningful. However, there is one major difference to the classical case where both $m$ and $n$ are integers: Now we find that the operator obtained in this way depends on the choice of the point $a$. We hence come to the following definition if we choose the value of the integer $m$ to be as small as possible:

Definition 2.2. Let $n \in \mathbb{R}_{+}$and $m=\lceil n\rceil$. The operator $D_{a}^{n}$, defined by

$$
D_{a}^{n} f:=D^{m} J_{a}^{m-n} f
$$

is called the Riemann-Liouville fractional differential operator of order $n$.
For $n=0$, we set $D_{a}^{0}:=I$, the identity operator.
Once again we see that, as a consequence of Lemma 1.2, the newly defined operator $D_{a}^{n}$ coincides with the classical differential operator $D^{n}$ whenever $n \in \mathbb{N}$.

In Lemma 1.2 we had not required $m$ to be as small as possible; indeed arbitrary natural numbers for $m$ were allowed as long as the inequality $m>n$ was satisfied. A similar statement holds here.

Lemma 2.11. Let $n \in \mathbb{R}_{+}$and let $m \in \mathbb{N}$ such that $m>n$. Then,

$$
D_{a}^{n}=D^{m} J_{a}^{m-n}
$$

Proof. Our assumptions on $m$ imply that $m \geq\lceil n\rceil$. Thus,

$$
D^{m} J_{a}^{m-n}=D^{\lceil n\rceil} D^{m-\lceil n\rceil} J_{a}^{m-\lceil n\rceil} J_{a}^{[n\rceil-n}=D^{[n\rceil} J_{a}^{[n\rceil-n}=D_{a}^{n}
$$

in view of the semigroup property of fractional integration and (1.1).
The next result contains a very simple sufficient condition for the existence of $D_{a}^{n} f$.

Lemma 2.12. Let $f \in A^{1}[a, b]$ and $0<n<1$. Then $D_{a}^{n} f$ exists almost everywhere in $[a, b]$. Moreover $D_{a}^{n} f \in L_{p}[a, b]$ for $1 \leq p<1 / n$ and

$$
D_{a}^{n} f(x)=\frac{1}{\Gamma(1-n)}\left(\frac{f(a)}{(x-a)^{n}}+\int_{a}^{x} f^{\prime}(t)(x-t)^{-n} \mathrm{~d} t\right)
$$

Proof. We use the definition of the Riemann-Liouville differential operator and the fact that $f \in A^{1}$. This yields

$$
\begin{aligned}
D_{a}^{n} f(x) & =\frac{1}{\Gamma(1-n)} \frac{\mathrm{d}}{\mathrm{~d} x} \int_{a}^{x} f(t)(x-t)^{-n} \mathrm{~d} t \\
& =\frac{1}{\Gamma(1-n)} \frac{\mathrm{d}}{\mathrm{~d} x} \int_{a}^{x}\left(f(a)+\int_{a}^{t} f^{\prime}(u) \mathrm{d} u\right)(x-t)^{-n} \mathrm{~d} t
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{\Gamma(1-n)} \frac{\mathrm{d}}{\mathrm{~d} x}\left(f(a) \int_{a}^{x} \frac{\mathrm{~d} t}{(x-t)^{n}}+\int_{a}^{x} \int_{a}^{t} f^{\prime}(u)(x-t)^{-n} \mathrm{~d} u \mathrm{~d} t\right) \\
& =\frac{1}{\Gamma(1-n)}\left(\frac{f(a)}{(x-a)^{n}}+\frac{\mathrm{d}}{\mathrm{~d} x} \int_{a}^{x} \int_{a}^{t} f^{\prime}(u)(x-t)^{-n} \mathrm{~d} u \mathrm{~d} t\right)
\end{aligned}
$$

By Fubini's Theorem we may interchange the order of integration in the double integral. This yields

$$
D_{a}^{n} f(x)=\frac{1}{\Gamma(1-n)}\left(\frac{f(a)}{(x-a)^{n}}+\frac{\mathrm{d}}{\mathrm{~d} x} \int_{a}^{x} f^{\prime}(u) \frac{(x-u)^{1-n}}{1-n} \mathrm{~d} u\right)
$$

The standard rules on the differentiation of parameter integrals then give the desired representation. The integrability statement is an immediate consequence of this representation using classical results from Lebesgue integration theory.

As an immediate consequence of this definition, we shall state the fractional derivatives of some elementary functions.

Example 2.4. Let $f(x)=(x-a)^{\beta}$ for some $\beta>-1$ and $n>0$. Then, in view of Example 2.1,

$$
D_{a}^{n} f(x)=D^{\lceil n\rceil} J_{a}^{\lceil n\rceil-n} f(x)=\frac{\Gamma(\beta+1)}{\Gamma(\lceil n\rceil-n+\beta+1)} D^{\lceil n\rceil}\left[(\cdot-a)^{\lceil n\rceil-n+\beta}\right](x)
$$

Specifically, if $n-\beta \in \mathbb{N}$, the right-hand side is the $\lceil n\rceil$-th derivative of a classical polynomial of degree $\lceil n\rceil-(n-\beta) \in\{0,1, \ldots,\lceil n\rceil-1\}$, and so the expression vanishes, i.e.

$$
D_{a}^{n}\left[(\cdot-a)^{n-m}\right](x)=0 \text { for all } n>0, m \in\{1,2, \ldots,\lceil n\rceil\}
$$

On the other hand, if $n-\beta \notin \mathbb{N}$, we find

$$
D_{a}^{n}\left[(\cdot-a)^{\beta}\right](x)=\frac{\Gamma(\beta+1)}{\Gamma(\beta+1-n)}(x-a)^{\beta-n} .
$$

Both these relations are straightforward generalizations of what we know for integer-order derivatives. Note that in the last expression the argument of the Gamma function may be negative. We discuss the interpretation of this in Appendix D.1.

The following example shows, however, that not every relation can be carried over in a direct fashion from the classical setting to fractional derivatives.

Example 2.5. Let $f(x)=\exp (\lambda x)$ for some $\lambda>0$, and let $n>0, n \notin \mathbb{N}$. Then

$$
D_{a}^{n} f(x)=\frac{\exp (\lambda a)}{\Gamma(1-n)}(x-a)^{-n}{ }_{1} F_{1}(1 ; 1-n ; \lambda(x-a)) .
$$

Here ${ }_{1} F_{1}$ denotes Kummer's confluent hypergeometric function. This expression looks somewhat different from the familiar

$$
\begin{equation*}
D^{n} f(x)=\lambda^{n} \exp (\lambda x) \tag{2.4}
\end{equation*}
$$

that holds for $n \in \mathbb{N}$. This strange behaviour is in a certain sense related to the non-uniqueness of fractional integral (and differential) operators. If we had chosen $a=-\infty$, then we could have obtained (2.4). The corresponding operators are known as Liouville fractional integrals and have been investigated; cf. e.g. [167]. For our purposes however they have no major role to play because they would naturally lead us to an analysis on unbounded intervals, and that would not be a natural setting for the differential equations to be considered later on. So we shall not use them any further.

We have seen in Theorem 2.2 that the Riemann-Liouville integral operators form a semigroup. It is an immediate consequence of their definition that the classical differential operators $\left\{D^{n}: n \in \mathbb{N}_{0}\right\}$ also have a semigroup property. Therefore it is natural to ask when the Riemann-Liouville differential operators have got such a structure. We begin our investigations in this direction with a positive result.

Theorem 2.13. Assume that $n_{1}, n_{2} \geq 0$. Moreover let $\phi \in L_{1}[a, b]$ and $f=J_{a}^{n_{1}+n_{2}} \phi$. Then,

$$
D_{a}^{n_{1}} D_{a}^{n_{2}} f=D_{a}^{n_{1}+n_{2}} f
$$

Note that in order to apply this identity we do not need to know the function $\phi$ explicitly; it is sufficient to know that such a function exists. In view of Theorem 2.6 , the condition on $f$ implies not only a certain degree of smoothness but also the fact that, as $x \rightarrow a, f(x) \rightarrow 0$ sufficiently fast.

Proof. By our assumption on $f$ and the definition of the Riemann-Liouville differential operator,

$$
D_{a}^{n_{1}} D_{a}^{n_{2}} f=D_{a}^{n_{1}} D_{a}^{n_{2}} J_{a}^{n_{1}+n_{2}} \phi=D^{\left\lceil n_{1}\right\rceil} J_{a}^{\left\lceil n_{1}\right\rceil-n_{1}} D^{\left\lceil n_{2}\right\rceil} J_{a}^{\left\lceil n_{2}\right\rceil-n_{2}} J_{a}^{n_{1}+n_{2}} \phi
$$

The semigroup property of the integral operators allows us to rewrite this expression as

$$
\begin{aligned}
D_{a}^{n_{1}} D_{a}^{n_{2}} f & =D^{\left\lceil n_{1}\right\rceil} J_{a}^{\left\lceil n_{1}\right\rceil-n_{1}} D^{\left\lceil n_{2}\right\rceil} J_{a}^{\left\lceil n_{2}\right\rceil+n_{1}} \phi \\
& =D^{\left\lceil n_{1}\right\rceil} J_{a}^{\left\lceil n_{1}\right\rceil-n_{1}} D^{\left\lceil n_{2}\right\rceil} J_{a}^{\left\lceil n_{2}\right\rceil} J_{a}^{n_{1}} \phi .
\end{aligned}
$$

Because of (1.1) and the fact that the orders of the integral and differential operators involved are natural numbers, we find that this is equivalent to

$$
D_{a}^{n_{1}} D_{a}^{n_{2}} f=D^{\left\lceil n_{1}\right\rceil} J_{a}^{\left\lceil n_{1}\right\rceil-n_{1}} J_{a}^{n_{1}} \phi=D^{\left\lceil n_{1}\right\rceil} J_{a}^{\left\lceil n_{1}\right\rceil} \phi
$$

where we have once again used the semigroup property of fractional integration. We may now use (1.1) one more time and find that

$$
D_{a}^{n_{1}} D_{a}^{n_{2}} f=\phi
$$

The proof that $D_{a}^{n_{1}+n_{2}} f=\phi$ goes along similar lines.
The smoothness and zero condition in this theorem is not just a technicality. The following examples show some cases where the condition is not satisfied. They prove that an unconditional semigroup property of fractional differentiation in the Riemann-Liouville sense does not hold.
Example 2.6. Let $f(x)=x^{-1 / 2}$ and $n_{1}=n_{2}=1 / 2$. Then, as shown in Example 2.4, $D_{0}^{n_{1}} f(x)=D_{0}^{n_{2}} f(x)=0$, and hence also $D_{0}^{n_{1}} D_{0}^{n_{2}} f(x)=0$, but $D_{0}^{n_{1}+n_{2}} f(x)=D^{1} f(x)=$ $-\left(2 x^{3 / 2}\right)^{-1}$.
Example 2.7. Let $f(x)=x^{1 / 2}, n_{1}=1 / 2$ and $n_{2}=3 / 2$. Then, again using Example 2.4, $D_{0}^{n_{1}} f(x)=\sqrt{\pi} / 2$ and $D_{0}^{n_{2}} f(x)=0$. This implies $D_{0}^{n_{1}} D_{0}^{n_{2}} f(x)=0$ but $D_{0}^{n_{2}} D_{0}^{n_{1}} f(x)=-x^{-3 / 2} / 4=D^{2} f(x)=D_{0}^{n_{1}+n_{2}} f(x)$.

In other words, the first of these two examples shows that it is possible to have

$$
D_{a}^{n_{1}} D_{a}^{n_{2}} f=D_{a}^{n_{2}} D_{a}^{n_{1}} f \neq D_{a}^{n_{1}+n_{2}} f
$$

whereas the second one exemplifies the case where

$$
D_{a}^{n_{1}} D_{a}^{n_{2}} f \neq D_{a}^{n_{2}} D_{a}^{n_{1}} f=D_{a}^{n_{1}+n_{2}} f
$$

holds.
Recall that one of the key features that we wanted to obtain was (1.1). It turns out that the Riemann-Liouville definitions indeed have this property.
Theorem 2.14. Let $n \geq 0$. Then, for every $f \in L_{1}[a, b]$,

$$
D_{a}^{n} J_{a}^{n} f=f
$$

almost everywhere.
Proof. The case $n=0$ is trivial for then $D_{a}^{n}$ and $J_{a}^{n}$ are both the identity operator.
For $n>0$ we proceed as in the proof of Theorem 2.13: Let $m=\lceil n\rceil$. Then, by the definition of $D_{a}^{n}$, the semigroup property of fractional integration and (1.1) (which may be applied here since $m \in \mathbb{N}$ ),

$$
D_{a}^{n} J_{a}^{n} f(x)=D^{m} J_{a}^{m-n} J_{a}^{n} f(x)=D^{m} J_{a}^{m} f(x)=f(x)
$$

Essentially this result and its proof have already been known to Abel [1] even though he has not denoted the operators involved as integrals and derivatives of fractional order, respectively.

Now we come to an analogue of Theorem 2.7.

Theorem 2.15. Let $n>0$. Assume that $\left(f_{k}\right)_{k=1}^{\infty}$ is a uniformly convergent sequence of continuous functions on $[a, b]$, and that $D_{a}^{n} f_{k}$ exists for every $k$. Moreover assume that $\left(D_{a}^{n} f_{k}\right)_{k=1}^{\infty}$ converges uniformly on $[a+\varepsilon, b]$ for every $\varepsilon>0$. Then, for every $x \in(a, b]$, we have

$$
\left(\lim _{k \rightarrow \infty} D_{a}^{n} f_{k}\right)(x)=\left(D_{a}^{n} \lim _{k \rightarrow \infty} f_{k}\right)(x)
$$

Proof. We recall that $D_{a}^{n}=D^{[n]} J_{a}^{[n]-n}$. By Theorem 2.7, the sequence $\left(J_{a}^{[n]-n} f_{k}\right)_{k}$ is uniformly convergent, and we may interchange the limit operation and the fractional integral. By assumption, the $\lceil n\rceil$ th derivative of this series converges uniformly on every compact subinterval of $(a, b]$. Thus, by a standard theorem from analysis, we may also interchange the limit operator and the differential operator whenever $a<x \leq b$.

We can immediately deduce an analogue of Corollary 2.8.
Corollary 2.16. Let $f$ be analytic in $(a-h, a+h)$ for some $h>0$, and let $n>0$, $n \notin \mathbb{N}$. Then

$$
D_{a}^{n} f(x)=\sum_{k=0}^{\infty}\binom{n}{k} \frac{(x-a)^{k-n}}{\Gamma(k+1-n)} D^{k} f(x)
$$

for $a<x<a+h / 2$, and

$$
D_{a}^{n} f(x)=\sum_{k=0}^{\infty} \frac{(x-a)^{k-n}}{\Gamma(k+1-n)} D^{k} f(a)
$$

for $a<x<a+h$. In particular, $D_{a}^{n} f$ is analytic in $(a, a+h)$.
In this result, the binomial coefficients $\binom{n}{k}$ for $n \in \mathbb{R}$ and $k \in \mathbb{N}_{0}$ are defined by

$$
\begin{equation*}
\binom{n}{k}:=\frac{n(n-1)(n-2) \cdots(n-k+1)}{k!} . \tag{2.5}
\end{equation*}
$$

Proof. We use Corollary 2.8 and the definition of the operator $D_{a}^{n}$,

$$
D_{a}^{n} f(x)=D^{\lceil n\rceil} J_{a}^{\lceil n\rceil-n} f(x) .
$$

This immediately yields the last two statements. For the first claim, we proceed in a similar way, using the fact that $k!\Gamma(n)(n+k)\binom{-n}{k}=(-1)^{k} \Gamma(k+1+n)$ (cf. Exercise 2.2). This allows us to rewrite the first statement of Corollary 2.8 as

$$
J_{a}^{\lceil n\rceil-n} f(x)=\sum_{k=0}^{\infty}\binom{n-\lceil n\rceil}{ k} \frac{(x-a)^{k+\lceil n\rceil-n}}{\Gamma(k+1+\lceil n\rceil-n)} D^{k} f(x) .
$$

Differentiating $\lceil n\rceil$ times with respect to $x$, we find

$$
D_{a}^{n} f(x)=\sum_{k=0}^{\infty}\binom{n-\lceil n\rceil}{ k} \frac{1}{\Gamma(k+1+\lceil n\rceil-n)} D^{\lceil n\rceil}\left[(\cdot-a)^{k+\lceil n\rceil-n} D^{k} f\right](x)
$$

The classical version of Leibniz' formula (cf. Theorem 2.A below) then yields

$$
\begin{aligned}
D_{a}^{n} f(x)= & \sum_{k=0}^{\infty}\binom{n-\lceil n\rceil}{ k} \frac{1}{\Gamma(k+1+\lceil n\rceil-n)} \\
& \times \sum_{j=0}^{\lceil n\rceil}\binom{\lceil n\rceil}{ j} D^{\lceil n\rceil-j}\left[(\cdot-a)^{k+\lceil n\rceil-n}\right](x) D^{k+j} f(x) \\
= & \sum_{k=0}^{\infty}\binom{n-\lceil n\rceil}{ k} \sum_{j=0}^{\lceil n\rceil}\binom{\lceil n\rceil}{ j} \frac{(x-a)^{k+j-n}}{\Gamma(k+1+j-n)} D^{k+j} f(x) .
\end{aligned}
$$

By definition, $\binom{\mu}{j}=0$ if $\mu \in \mathbb{N}$ and $\mu<j$. Thus we may replace the upper limit in the inner sum by $\infty$ without changing the expression. The substitution $j=\ell-k$ gives

$$
\begin{aligned}
D_{a}^{n} f(x) & =\sum_{k=0}^{\infty} \sum_{\ell=k}^{\infty}\binom{n-\lceil n\rceil}{ k}\binom{\lceil n\rceil}{\ell-k} \frac{(x-a)^{\ell-n}}{\Gamma(\ell+1-n)} D^{\ell} f(x) \\
& =\sum_{\ell=0}^{\infty} \sum_{k=0}^{\ell}\binom{n-\lceil n\rceil}{ k}\binom{\lceil n\rceil}{\ell-k} \frac{(x-a)^{\ell-n}}{\Gamma(\ell+1-n)} D^{\ell} f(x)
\end{aligned}
$$

An explicit calculation yields

$$
\sum_{k=0}^{\ell}\binom{n-\lceil n\rceil}{ k}\binom{\lceil n\rceil}{\ell-k}=\binom{n}{\ell}
$$

(see also Exercise 2.2) and thus the first claim follows.
Another interesting peculiarity of fractional differentiation comes up when we look at the generalizations of the classical rules for differentiating functions that are composed from other functions in a certain way. The first result in this connection is trivial.
Theorem 2.17. Let $f_{1}$ and $f_{2}$ be two functions defined on $[a, b]$ such that $D_{a}^{n} f_{1}$ and $D_{a}^{n} f_{2}$ exist almost everywhere. Moreover, let $c_{1}, c_{2} \in \mathbb{R}$. Then, $D_{a}^{n}\left(c_{1} f_{1}+c_{2} f_{2}\right)$ exists almost everywhere, and

$$
D_{a}^{n}\left(c_{1} f_{1}+c_{2} f_{2}\right)=c_{1} D_{a}^{n} f_{1}+c_{2} D_{a}^{n} f_{2}
$$

Proof. This linearity property of the fractional differential operator is an immediate consequence of the definition of $D_{a}^{n}$.

When it comes to products of functions, the situation is completely different. In the classical case, we have the following well known result (that we have already used in the proof of Corollary 2.16):
Theorem 2.A (Leibniz' formula). Let $n \in \mathbb{N}$, and let $f, g \in C^{n}[a, b]$. Then,

$$
D^{n}[f g]=\sum_{k=0}^{n}\binom{n}{k}\left(D^{k} f\right)\left(D^{n-k} g\right)
$$

We point out two special properties of this result: The formula is symmetric, i.e. we may interchange $f$ and $g$ on both sides of the equation without altering the expression, and in order to evaluate the $n$th derivative of the product $f g$, we only need derivatives up to the order $n$ of both factors. In particular, none of the factors needs to have an $(n+1)$ st derivative. The following theorem transfers Leibniz' formula to the fractional setting, and it is immediately evident that both these properties are lost.

Theorem 2.18 (Leibniz' formula for Riemann-Liouville operators). Let $n>0$, and assume that $f$ and $g$ are analytic on $(a-h, a+h)$ with some $h>0$. Then,

$$
D_{a}^{n}[f g](x)=\sum_{k=0}^{\lfloor n\rfloor}\binom{n}{k}\left(D_{a}^{k} f\right)(x)\left(D_{a}^{n-k} g\right)(x)+\sum_{k=\lfloor n\rfloor+1}^{\infty}\binom{n}{k}\left(D_{a}^{k} f\right)(x)\left(J_{a}^{k-n} g\right)(x)
$$

for $a<x<a+h / 2$.
Note in the theorem that $k$ runs through the nonnegative integers; therefore we could have written $D^{k} f$ instead of $D_{a}^{k} f$ on the right-hand side. Moreover, $k$ runs through all the nonnegative integers, and thus we need to have $f \in C^{\infty}[a, b]$ in order to have a right-hand side that makes sense. The smoothness requirements of $g$ seem to be much less restrictive (derivatives of $g$ are only required up to the order $n$ ), but for our proof we need analyticity of the product $f g$, and this is generally only assured if $g$ is analytic too. This shows that the two main properties stated above are indeed lost. Finally we mention that Riemann-Liouville integral operators arise on the right-hand side. No such expressions were present in the classical formulation. In spite of all these differences we recover the classical result from the fractional result by using an integer value for $n$ because then the binomial coefficients $\binom{n}{k}$ are zero for $k>n$, so that the second sum (the one that causes all the differences) vanishes.

Proof. In view of Corollary 2.16 we have

$$
D_{a}^{n}[f g](x)=\sum_{k=0}^{\infty}\binom{n}{k} \frac{(x-a)^{k-n}}{\Gamma(k+1-n)} D^{k}[f g](x)
$$

Now we apply the standard Leibniz formula to $D^{k}[f g]$ and interchange the order of summation. This yields

$$
\begin{aligned}
D_{a}^{n}[f g](x) & =\sum_{k=0}^{\infty}\binom{n}{k} \frac{(x-a)^{k-n}}{\Gamma(k+1-n)} \sum_{j=0}^{k}\binom{k}{j} D^{j} f(x) D^{k-j} g(x) \\
& =\sum_{j=0}^{\infty} \sum_{k=j}^{\infty}\binom{n}{k} \frac{(x-a)^{k-n}}{\Gamma(k+1-n)}\binom{k}{j} D^{j} f(x) D^{k-j} g(x) \\
& =\sum_{j=0}^{\infty} D^{j} f(x) \sum_{\ell=0}^{\infty}\binom{n}{\ell+j} \frac{(x-a)^{\ell+j-n}}{\Gamma(\ell+j+1-n)}\binom{\ell+j}{j} D^{\ell} g(x) .
\end{aligned}
$$

The observation

$$
\binom{n}{\ell+j}\binom{\ell+j}{j}=\binom{n}{j}\binom{n-j}{\ell}
$$

gives us

$$
\begin{aligned}
D_{a}^{n}[f g](x)= & \sum_{j=0}^{\infty} D^{j} f(x)\binom{n}{j} \sum_{\ell=0}^{\infty}\binom{n-j}{\ell} \frac{(x-a)^{\ell+j-n}}{\Gamma(\ell+j+1-n)} D^{\ell} g(x) \\
= & \sum_{j=0}^{\lfloor n\rfloor}\binom{n}{j} D^{j} f(x) \sum_{\ell=0}^{\infty}\binom{n-j}{\ell} \frac{(x-a)^{\ell+j-n}}{\Gamma(\ell+j+1-n)} D^{\ell} g(x) \\
& +\sum_{j=\lfloor n\rfloor+1}^{\infty}\binom{n}{j} D^{j} f(x) \sum_{\ell=0}^{\infty}\binom{n-j}{\ell} \frac{(x-a)^{\ell+j-n}}{\Gamma(\ell+j+1-n)} D^{\ell} g(x) .
\end{aligned}
$$

By the first parts of Corollaries 2.16 and 2.8, respectively, we may replace the inner sums, and the desired result follows.

The other important rule for the evaluation is the chain rule,

$$
D[g(f(\cdot))](x)=(D g)(f(x)) D f(x)
$$

In the same sense as Leibniz' formula is the generalization of the product rule for first derivatives to derivatives of arbitrary order $n \in \mathbb{N}$, the chain rule can also be generalized to the case of $n$th derivatives with $n \in \mathbb{N}$. The result is known as Faà di Bruno's formula. It can be written in various forms the best known of which is probably the so-called set partition version that we now recall.

Theorem 2.B (Faà di Bruno's formula). If $g$ and $f$ are functions with a sufficient number of derivatives and $n \in \mathbb{N}$, then

$$
D^{n}[g(f(\cdot))](x)=\sum\left(D^{k} g\right)(f(x)) \prod_{\mu=1}^{n}\left(D^{\mu} f(x)\right)^{b_{\mu}}
$$

where the sum is over all partitions of $\{1,2, \ldots, n\}$ and for each partition, $k$ is its number of blocks and $b_{j}$ is the number of blocks with exactly $j$ elements.

A nicely readable account of the history of this formula, including a proof and a discussion of many related aspects, is given in [98]. For our purposes, we only illustrate the formula by an example:

Example 2.8. The fourth derivative of $g(f(\cdot))$ is given by

$$
\begin{aligned}
\frac{\mathrm{d}^{4}}{\mathrm{~d} x^{4}} g(f(x))= & g^{\prime}(f(x)) f^{(4)}(x)+4 g^{\prime \prime}(f(x)) f^{\prime}(x) f^{\prime \prime \prime}(x)+3 g^{\prime \prime}(f(x))\left[f^{\prime \prime}(x)\right]^{2} \\
& +6 g^{\prime \prime \prime}(f(x))\left[f^{\prime}(x)\right]^{2} f^{\prime \prime}(x)+g^{(4)}(f(x))\left[f^{\prime}(x)\right]^{4} .
\end{aligned}
$$

In order to confirm this statement via Faà di Bruno's formula, we need to write up all partitions of $\{1,2,3,4\}$ and count their blocks and the elements in each block. The possible partitions are

$$
\begin{array}{ll}
\{1,2,3,4\} ; & \\
\{1\},\{2,3,4\} ; & \{2\},\{1,3,4\} ; \quad\{3\},\{1,2,4\} ; \\
\{1,2\},\{3,4\} ; & \{1,3\},\{2,4\} ; \\
\{1\},\{2\},\{3,4\} ; & \{1\}, 4\},\{2,3\} ; \\
\{2\},\{3\},\{1,4\} ; & \{2,4\} ;\{1\},\{4\},\{2,3\} ; \\
\{1\},\{2\},\{3\},\{4\} . & \{2\},\{4\},\{1,3\} ;\{3\},\{4\},\{1,2\} ; \\
\end{array}
$$

Hence we have one partition consisting of only one block with four elements (which corresponds to $b_{4}=1, b_{1}=b_{2}=b_{3}=0$ ), four partitions consisting of two blocks with one and three elements, respectively (i.e. with $b_{1}=b_{3}=1, b_{2}=b_{4}=0$ ), three partitions consisting of three blocks with 1,1 and 2 elements, respectively $\left(b_{1}=2\right.$, $b_{2}=1, b_{3}=b_{4}=0$ ), six partitions consisting of two blocks with two elements each ( $b_{2}=2, b_{1}=b_{3}=b_{4}=0$ ), and finally one partition consisting of four blocks with one element each ( $b_{1}=4, b_{2}=b_{3}=b_{4}=0$ ). Taking the sum over all partitions we thus get the required formula.

For this formula, a replacement in the fractional setting is known too [153, §2.7.3]. We state it here without proof for the sake of completeness.

## Theorem 2.19 (Faà di Bruno's formula for Riemann-Liouville operators).

Under suitable assumptions on the functions $f$ and $g$ we have

$$
\begin{align*}
D_{a}^{n} & {[f(g(\cdot))](x) } \\
= & \sum_{k=1}^{\infty}\binom{n}{k} \frac{k!(x-a)^{k-n}}{\Gamma(k-n+1)} \sum_{\ell=1}^{k}\left(D^{\ell} f\right)(g(x)) \sum_{\left(a_{1}, \ldots, a_{k}\right) \in A_{k, \ell}} \prod_{r=1}^{k} \frac{1}{a_{r}!}\left(\frac{D^{r} g(x)}{r!}\right)^{a_{r}} \\
& +\frac{(x-a)^{-n}}{\Gamma(1-n)} f(g(x)) \tag{2.6}
\end{align*}
$$

where $\left(a_{1}, \ldots, a_{k}\right) \in A_{k, \ell}$ means that

$$
a_{1}, \ldots, a_{k} \in \mathbb{N}_{0}, \quad \sum_{r=1}^{k} r a_{r}=k \quad \text { and } \quad \sum_{r=1}^{k} a_{r}=\ell
$$

The structure of the right-hand side of (2.6) is so complex that it hardly seems to be of any practical use. We shall therefore not elaborate on this rule any further and instead turn to a completely different type of problems related to fractional differential operators.

Specifically, a natural question to ask is: What can be said about $D_{a}^{n} f$ as $n \rightarrow m \in \mathbb{N}$ ? We start by looking at a special case.

Example 2.9. Let $f(x)=(x-a)^{k}$ for some $k>0$. Then we have, because of Example 2.4,

$$
D^{m} f(x)=\frac{\Gamma(k+1)}{\Gamma(k+1-m)}(x-a)^{k-m} \quad \text { and } \quad D_{a}^{n} f(x)=\frac{\Gamma(k+1)}{\Gamma(k+1-n)}(x-a)^{k-n}
$$

Comparing these two expressions, we find in the limit $n \rightarrow m$ :

$$
D_{a}^{n} f(x) \rightarrow D^{m} f(x) \text { uniformly on }[a, b] \text { if } m<k
$$

For $m=k$ we obtain that $D^{m} f(x)=\Gamma(m+1)$, which is a non-zero constant, whereas

$$
D_{a}^{n} f(a)= \begin{cases}0 & \text { if } n<m \\ \infty & \text { if } n>m\end{cases}
$$

So we have pointwise convergence on ( $a, b]$, but not at the point $a$, and therefore uniform convergence on the complete interval $[a, b]$ is not possible. In the remaining case $m>k$ we only obtain pointwise convergence on ( $a, b]$ because the difference of the two expressions is always unbounded at $a$.

In the case where $f$ is of a very general form and not as simple as in this example, we can state a similar, albeit slightly weaker, observation.
Theorem 2.20. Let $f \in C^{m}[a, b]$ for some $m \in \mathbb{N}$. Then,

$$
\lim _{n \rightarrow m-} D_{a}^{n} f=D^{m} f
$$

in a pointwise sense on $(a, b]$. The convergence is uniform on $[a, b]$ if additionally $f(x)=O\left((x-a)^{m+\delta}\right)$ for some $\delta>0$ as $x \rightarrow a+$.
Proof. In view of the smoothness assumption on $f$, we may perform a Taylor expansion of $f$ centered at $a$ and find $f(x)=T_{m-1}[f ; a](x)+R_{m-1}[f ; a](x)$ where

$$
T_{m-1}[f ; a](x)=\sum_{k=0}^{m-1} \frac{f^{(k)}(a)}{k!}(x-a)^{k}
$$

and $R_{m-1}$ denotes the remainder term. We have that

$$
\begin{aligned}
D_{a}^{n} f(x)-D^{m} f(x)= & D_{a}^{n} T_{m-1}[f ; a](x)-D^{m} T_{m-1}[f ; a](x) \\
& +D_{a}^{n} R_{m-1}[f ; a](x)-D^{m} R_{m-1}[f ; a](x)
\end{aligned}
$$

Since $T_{m-1}$ is a polynomial of degree $m-1$, we find that $D^{m} T_{m-1}[f ; a] \equiv 0$. Moreover, by Example 2.4,

$$
D_{a}^{n} T_{m-1}[f ; a](x)=\sum_{k=0}^{m-1} \frac{f^{(k)}(a)}{\Gamma(k+1-n)}(x-a)^{k-n}
$$

Thus

$$
\begin{aligned}
D_{a}^{n} f(x)-D^{m} f(x)= & D^{m} J_{a}^{m-n} R_{m-1}[f ; a](x)+\sum_{k=0}^{m-1} \frac{f^{(k)}(a)}{\Gamma(k+1-n)}(x-a)^{k-n} \\
& -D^{m} R_{m-1}[f ; a](x)
\end{aligned}
$$

The sum is identically zero under the assumption that $f(x)=O\left((x-a)^{m}\right)$ because the relevant derivatives of $f$ vanish at $a$. Without that additional assumption, it vanishes in the limit as $n \rightarrow m$ in a pointwise sense on $(a, b]$ because the arguments of the Gamma functions converge to a nonpositive integer. Since the Gamma function has poles at the nonpositive integers, the limit is zero.

It remains to prove that the difference $D_{a}^{n} R_{m-1}[f ; a]-D^{m} R_{m-1}[f ; a]$ has the required convergence properties. To do this, we use the integral representation of $R_{m-1}$ which, in our notation, can be written in the form

$$
R_{m-1}[f ; a](x)=\frac{1}{\Gamma(m)} \int_{a}^{x} f^{(m)}(u)(x-u)^{m-1} \mathrm{~d} u=J_{a}^{m} D^{m} f(x) .
$$

Thus $D^{m} R_{m-1}[f ; a]=D^{m} J_{a}^{m} D^{m} f=D^{m} f$. For the other term we can write

$$
\begin{aligned}
D_{a}^{n} R_{m-1}[f ; a] & =D^{m} J_{a}^{m-n} R_{m-1}[f ; a]=D^{m} J_{a}^{m-n} J_{a}^{m} D^{m} f \\
& =D^{m} J_{a}^{m} J_{a}^{m-n} D^{m} f=J_{a}^{m-n} D^{m} f
\end{aligned}
$$

in view of the semigroup property of fractional integration and Theorem 2.14. By assumption, $D^{m} f$ is continuous on $[a, b]$. Thus, pointwise convergence of $J_{a}^{m-n} D^{m} f$ against $J_{a}^{0} D^{m} f=D^{m} f$ on $(a, b]$ follows from Theorem 2.10.

Moreover, if $f(x)=O\left((x-a)^{m+\delta}\right)$ then $D^{m} f(x)=O\left((x-a)^{\delta}\right)$ as $x \rightarrow a$, and thus we have uniform convergence on the full interval $[a, b]$ by the last statement of Theorem 2.10. This completes the proof.

Remark 2.3. There is one more fundamental difference between differential operators of integer order and the Riemann-Liouville fractional derivatives: The former are local operators, the latter are not. The meaning of the word local here is as follows. In order to calculate $D^{n} f(x)$ for $n \in \mathbb{N}$, it is sufficient to know $f$ in an arbitrarily small neighbourhood of $x$. This follows from the classical representation of $D^{n}$ as a limit of a difference quotient. However, to calculate $D_{a}^{n} f(x)$ for $n \notin \mathbb{N}$, the definition tells us that we need to know $f$ throughout the entire interval $[a, x]$.

This property is exhibited in an even more evident way in the next Lemma that provides an alternative representation of the Riemann-Liouville derivative. This new representation has proven to be rather useful in the development and presentation of certain numerical algorithms (see, e.g., [34]).

Lemma 2.21. Let $n>0, n \notin \mathbb{N}$, and $m=\lceil n\rceil$. Assume that $f \in C^{m}[a, b]$ and $x \in$ $[a, b]$. Then,

$$
D_{a}^{n} f(x)=\frac{1}{\Gamma(-n)} \int_{a}^{x}(x-t)^{-n-1} f(t) \mathrm{d} t
$$

In this statement, the integral needs some further explanation. The integrand exhibits a singularity of order $n+1$ which is strictly greater than one, and thus the integral will in general exist neither in the proper nor in the improper sense. Therefore we define such an integral according to Hadamard's finite-part integral concept as explained in Appendix D.4.

A very short and simple proof of the Lemma can be given using methods from the theory of generalized functions (distributions) [72]. However, we do not want to introduce this machinery here. We therefore give a more elementary proof that essentially follows the ideas of Elliott [61]. Note that, according to that reference, certain parts of the proof can already be found in a paper of Marchaud [129] dating back to 1927.

Proof. By definition, $D_{a}^{n} f(x)=D^{m} J_{a}^{m-n} f(x)$ and

$$
J_{a}^{m-n} f(x)=\frac{1}{\Gamma(m-n)} \int_{a}^{x}(x-t)^{m-n-1} f(t) \mathrm{d} t
$$

In view of the smoothness assumptions on $f$, we may integrate partially in this integral and find that

$$
\begin{aligned}
J_{a}^{m-n} f(x)= & \frac{1}{\Gamma(m-n+1)} \int_{a}^{x}(x-t)^{m-n} f^{\prime}(t) \mathrm{d} t \\
& -\left.\frac{1}{\Gamma(m-n+1)}(x-t)^{m-n} f(t)\right|_{t=a} ^{t=x} \\
= & \frac{1}{\Gamma(m-n+1)}(x-a)^{m-n} f(a)+J_{a}^{m-n+1} f^{\prime}(x)
\end{aligned}
$$

The smoothness assumptions allow us to repeat this procedure for a total of $m$ times; we find

$$
J_{a}^{m-n} f(x)=\sum_{k=0}^{m-1} \frac{(x-a)^{k+m-n}}{\Gamma(k+m-n+1)} f^{(k)}(a)+J_{a}^{2 m-n} f^{(m)}(x)
$$

Thus,

$$
D_{a}^{n} f(x)=D^{m} J_{a}^{m-n} f(x)=\sum_{k=0}^{m-1} \frac{(x-a)^{k-n}}{\Gamma(k-n+1)} f^{(k)}(a)+J_{a}^{m-n} f^{(m)}(x)
$$

But according to Theorem D. 14 the expression on the right-hand side of the equation is just $\int_{a}^{x}(x-t)^{-n-1} f(t) \mathrm{d} t / \Gamma(-n)$.
Remark 2.4. Another interesting feature of this representation appears if we formally assume $n$ to be negative, $n=-n^{*}$ with some $n^{*}>0$. Then the identity of Lemma 2.21 takes the shape of

$$
D_{a}^{-n^{*}} f(x)=\frac{1}{\Gamma\left(n^{*}\right)} \int_{a}^{x}(x-t)^{n^{*}-1} f(t) \mathrm{d} t
$$

and we find that the expression on the right-hand side is simply $J_{a}^{n^{*}} f(x)$.

### 2.3 Relations Between Riemann-Liouville Integrals and Derivatives

Having established a theory of Riemann-Liouville differential and integral operators separately, we now investigate how they interact. A very important first result in this context has already been shown in Theorem 2.14 above: $D_{a}^{n}$ is the left inverse of $J_{a}^{n}$. Of course, we cannot claim that it is the right inverse. More precisely, we have the following situation.

Theorem 2.22. Let $n>0$. If there exists some $\phi \in L_{1}[a, b]$ such that $f=J_{a}^{n} \phi$ then

$$
J_{a}^{n} D_{a}^{n} f=f
$$

almost everywhere.
Proof. This is an immediate consequence of the previous result: We have, by definition of $f$ and Theorem 2.14, that

$$
J_{a}^{n} D_{a}^{n} f=J_{a}^{n}\left[D_{a}^{n} J_{a}^{n} \phi\right]=J_{a}^{n} \phi=f .
$$

If $f$ is not as required in the assumptions of Theorem 2.22, then we obtain a different representation for $J_{a}^{n} D_{a}^{n} f$.

Theorem 2.23. Let $n>0$ and $m=\lfloor n\rfloor+1$. Assume that $f$ is such that $J_{a}^{m-n} f \in$ $A^{m}[a, b]$. Then,

$$
J_{a}^{n} D_{a}^{n} f(x)=f(x)-\sum_{k=0}^{m-1} \frac{(x-a)^{n-k-1}}{\Gamma(n-k)} \lim _{z \rightarrow a+} D^{m-k-1} J_{a}^{m-n} f(z) .
$$

Specifically, for $0<n<1$ we have

$$
J_{a}^{n} D_{a}^{n} f(x)=f(x)-\frac{(x-a)^{n-1}}{\Gamma(n)} \lim _{z \rightarrow a+} J_{a}^{1-n} f(z)
$$

Proof. We first note that the limits on the right-hand side exist because of our assumption on $f$ that implies the continuity of $D^{m-1} J_{a}^{m-n} f$. Moreover, because of this assumption, there exists some $\phi \in L_{1}$ such that $D^{m-1} J_{a}^{m-n} f=D^{m-1} J_{a}^{m-n} f(a)+J_{a}^{1} \phi$. This is a classical differential equation of order $m-1$ for $J_{a}^{m-n} f$; its solution is easily seen to be of the form

$$
\begin{equation*}
J_{a}^{m-n} f(x)=\sum_{k=0}^{m-1} \frac{(x-a)^{k}}{k!} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z)+J_{a}^{m} \phi(x) \tag{2.7}
\end{equation*}
$$

Thus, by definition of $D_{a}^{n}$,

$$
\begin{align*}
J_{a}^{n} D_{a}^{n} f(x) & =J_{a}^{n} D^{m} J_{a}^{m-n} f(x) \\
& =J_{a}^{n} D^{m}\left[\sum_{k=0}^{m-1} \frac{(\cdot-a)^{k}}{k!} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z)+J_{a}^{m} \phi\right](x) \\
& =J_{a}^{n} D^{m} J_{a}^{m} \phi(x)+\sum_{k=0}^{m-1} \frac{J_{a}^{n} D^{m}\left[(\cdot-a)^{k}\right](x)}{k!} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z) \\
& =J_{a}^{n} \phi(x) \tag{2.8}
\end{align*}
$$

because of Theorem 2.14 (note that $D^{m}$ annihilates every summand in the sum). Next we apply the operator $D_{a}^{m-n}$ to both sides of (2.7) and find, in view of Theorem 2.14, that

$$
\begin{aligned}
f(x) & =\sum_{k=0}^{m-1} \frac{D_{a}^{m-n}\left[(\cdot-a)^{k}\right](x)}{k!} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z)+D_{a}^{m-n} J_{a}^{m} \phi(x) \\
& =\sum_{k=0}^{m-1} \frac{D_{a}^{m-n}\left[(\cdot-a)^{k}\right](x)}{k!} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z)+D_{a}^{1} J_{a}^{1-m+n} J_{a}^{m} \phi(x) .
\end{aligned}
$$

We now invoke Example 2.4 to evaluate the terms in the sum and the semigroup property of fractional integration and Theorem 2.14 to manipulate the remaining term. This yields

$$
\begin{equation*}
f(x)=\sum_{k=0}^{m-1} \frac{(x-a)^{k+n-m}}{\Gamma(k+n-m+1)} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z)+J_{a}^{n} \phi(x) . \tag{2.9}
\end{equation*}
$$

Finally we substitute $k$ in the sum by $m-k-1$, solve for $J_{a}^{n} \phi(x)$ and combine the result with (2.8) to obtain

$$
J_{a}^{n} D_{a}^{n} f(x)=J_{a}^{n} \phi(x)=f(x)-\sum_{k=0}^{m-1} \frac{(x-a)^{n-k-1}}{\Gamma(n-k)} \lim _{z \rightarrow a+} D^{m-k-1} J_{a}^{m-n} f(z)
$$

as desired.
Another important basic result in classical analysis is Taylor's theorem. We have already used its classical version in the proof of Theorem 2.20. It can be stated in the following way which is a bit more instructive than the standard formulation given in most textbooks in the sense that it gives some additional insight into the structure of the set $A^{m}$. The classical way to state this theorem can be obtained by considering only the implication (a) $\Rightarrow$ (b) and choosing $y=a$ there. For a proof of the general
version presented here we refer to the monograph of Sard [168, §2] that also deals with related problems in a more general setting.

Theorem 2.C (Taylor expansion). The following statements are equivalent:
(a) $f \in A^{m}[a, b]$.
(b) For every $x, y \in[a, b]$,

$$
f(x)=\sum_{k=0}^{m-1} \frac{(x-y)^{k}}{k!} D^{k} f(y)+J_{y}^{m} D^{m} f(x) .
$$

Based on the results derived so far we can find a fractional generalization of this statement.

Theorem 2.24 (Fractional Taylor expansion). Under the assumptions of Theorem 2.23, we have

$$
\begin{aligned}
f(x)= & \frac{(x-a)^{n-m}}{\Gamma(n-m+1)} \lim _{z \rightarrow a+} J_{a}^{m-n} f(z) \\
& +\sum_{k=1}^{m-1} \frac{(x-a)^{k+n-m}}{\Gamma(k+n-m+1)} \lim _{z \rightarrow a+} D_{a}^{k+n-m} f(z)+J_{a}^{n} D_{a}^{n} f(x)
\end{aligned}
$$

Note that in the case $n \in \mathbb{N}$ we have $m=n+1$ and hence the limit outside the sum vanishes. We may thus retrieve the classical result (with $m$ replaced by $m-1$ ).

Proof. From (2.8) and (2.9) we find

$$
f(x)=\sum_{k=0}^{m-1} \frac{(x-a)^{k+n-m}}{\Gamma(k+n-m+1)} \lim _{z \rightarrow a+} D^{k} J_{a}^{m-n} f(z)+J_{a}^{n} D_{a}^{n} f(x) .
$$

We now move the summand for $k=0$ out of the sum; for the remaining terms we apply Lemma 2.11. This gives the result.

### 2.4 Grünwald-Letnikov Operators

In the classical calculus it is well known that derivatives can be expressed as differential quotients, i.e. as limits of difference quotients. For example, we can use backward differences of order $n$ with step size $h$, denoted and defined by

$$
\begin{equation*}
\Delta_{h}^{n} f(x):=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} f(x-k h), \tag{2.10}
\end{equation*}
$$

to conclude the following classical result.

Theorem 2.D. Let $n \in \mathbb{N}, f \in C^{n}[a, b]$ and $a<x \leq b$. Then

$$
D^{n} f(x)=\lim _{h \rightarrow 0} \frac{\Delta_{h}^{n} f(x)}{h^{n}}
$$

This result is actually not only useful for analytical investigations; by using a finite positive value for $h$ instead of performing the limit operation $h \rightarrow 0$ it also gives us a straightforward numerical approximation for the derivative. In view of these advantages of this representation it is evidently desirable to have an analogue also for the fractional case. Such a construction is possible; it dates back to the work of Grünwald [85] and Letnikov [112]. Indeed all we have to do is give a meaning to the finite difference in (2.10) for $n \notin \mathbb{N}$. To this end we recall that the binomial coefficients with non-integer upper coefficient have been introduced in (2.5) above. We had already noted and used the property that $\binom{n}{k}=0$ if $n \in \mathbb{N}$ and $n<k$. Thus, for $n \in \mathbb{N}$ (2.10) is equivalent to

$$
\begin{equation*}
\Delta_{h}^{n} f(x):=\sum_{k=0}^{\infty}(-1)^{k}\binom{n}{k} f(x-k h) . \tag{2.11}
\end{equation*}
$$

Now recall that we want to have an expression for our function class, which is typically a subset of $C[a, b]$, i.e. a class of functions defined on the finite interval $[a, b]$. In this context we observe that the representation (2.11) introduces two problems in the case $n \notin \mathbb{N}$ where none of the binomial coefficients vanishes, so that this expression really represents an infinite series:

- In order to evaluate the expression in (2.11) for all $x \in(a, b]$, the function $f$ needs to be defined on $(-\infty, b]$
- The function $f$ must be such that the series converges

These two problems can be resolved simultaneously by a simple concept: Given a function $f:[a, b] \rightarrow \mathbb{R}$, define a new function

$$
f^{*}:(-\infty, b] \rightarrow \mathbb{R}, \quad x \mapsto \begin{cases}f(x) & \text { if } x \in[a, b], \\ 0 & \text { if } x \in(-\infty, a),\end{cases}
$$

and use this function instead of the original $f$. In view of the fact that $f$ and $f^{*}$ coincide on the interval where both functions are defined, we interpret $f^{*}$ as a continuation of $f$ and, slightly abusing the notation, we will from now on write $f$ instead of $f^{*}$.

This leads us to the required generalization of the concept of differential quotients. For the sake of simplicity, we impose a restriction in the way that $h \rightarrow 0$; specifically for the value of $x$ under consideration we assume that $h$ takes only the values $h_{N}=(x-a) / N, N=1,2, \ldots$. By a tedious analysis it is possible to show that this restriction is not necessary, but we will not go into details here.

Definition 2.3. Let $n>0, f \in C^{\lceil n]}[a, b]$ and $a<x \leq b$. Then

$$
\widetilde{D}_{a}^{n} f(x)=\lim _{N \rightarrow \infty} \frac{\Delta_{h_{N}}^{n} f(x)}{h_{N}^{n}}=\lim _{N \rightarrow \infty} \frac{1}{h_{N}^{n}} \sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(x-k h_{N}\right)
$$

with $h_{N}=(x-a) / N$ is called the Grünwald-Letnikov fractional derivative of order $n$ of the function $f$.

The following result explains the relation between this new notion of a fractional derivative and the one that we already know.

Theorem 2.25. Let $n>0, m=\lceil n\rceil$ and $f \in C^{m}[a, b]$. Then, for $x \in(a, b]$,

$$
\widetilde{D}_{a}^{n} f(x)=D_{a}^{n} f(x)
$$

Proof. If $n \in \mathbb{N}$ then this is evident because, as indicated above, the differential quotients reduce to the classical version which is covered by Theorem 2.D. Thus we now concentrate on the case $n \notin \mathbb{N}$.

We will follow Elliott [61]. First of all we note that it is no loss of generality to assume $a=0$ and $x=1$ because any other interval $[a, x]$ may be mapped to $[0,1]$ by an affine transformation, and the entire convergence analysis below will remain unchanged by this transformation. Thus we have to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N^{n} \sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(1-\frac{k}{N}\right)=D_{0}^{n} f(1) \tag{2.12}
\end{equation*}
$$

In this context let us write

$$
\begin{aligned}
& D_{0}^{n} f(1)-N^{n} \sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(1-\frac{k}{N}\right) \\
& =\left[1-\frac{N^{n} \Gamma(N+1-n)}{\Gamma(N+1)}\right] D_{0}^{n} f(1) \\
& \quad+N^{n}\left(\frac{\Gamma(N+1-n)}{\Gamma(N+1)} D_{0}^{n} f(1)-\sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(1-\frac{k}{N}\right)\right) .
\end{aligned}
$$

As $N \rightarrow \infty$, the expression in square brackets on the right-hand side of this equation converges to zero because, by Stirling's formula (Theorem D.5) and de l'Hospital's rule,

$$
\begin{aligned}
\frac{N^{n} \Gamma(N+1-n)}{\Gamma(N+1)} & =N^{n}\left(\frac{N-n}{\mathrm{e}}\right)^{N-n}\left(\frac{\mathrm{e}}{N}\right)^{N} \frac{\sqrt{2 \pi(N-n)}}{\sqrt{2 \pi N}}(1+o(1)) \\
& =\mathrm{e}^{n}\left(1-\frac{n}{N}\right)^{N-n}(1+o(1))=1+o(1)
\end{aligned}
$$

Thus, in order to prove our desired result (2.12), it suffices to show that

$$
\begin{equation*}
N^{n}\left(\frac{\Gamma(N+1-n)}{\Gamma(N+1)} D_{0}^{n} f(1)-\sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(1-\frac{k}{N}\right)\right) \xrightarrow{N \rightarrow \infty} 0 . \tag{2.13}
\end{equation*}
$$

To this end we introduce an auxiliary concept from approximation theory, the $N$ th Bernstein polynomial of the function $f$, denoted and defined by

$$
B_{N}[f](t):=\sum_{k=0}^{N}\binom{N}{k} t^{k}(1-t)^{N-k} f\left(\frac{k}{N}\right)
$$

(see Appendix D.5).
The connection to our approach is established as follows. For $N \in \mathbb{N}_{0}$ and $k \in\{0,1, \ldots, N\}$ we define $b_{k, N}(t):=t^{k}(1-t)^{N-k}$. Note that these functions are related to the Bernstein polynomial via $B_{N}[f]=\sum_{k=0}^{N}\binom{N}{k} f(k / N) b_{k, N}$. An explicit calculation then yields, by Lemma 2.21,

$$
\begin{equation*}
D_{0}^{n} b_{k, N}(1)=\frac{1}{\Gamma(-n)} \int_{0}^{1}(1-t)^{N-k-n-1} t^{k} \mathrm{~d} t=\frac{\Gamma(k+1) \Gamma(N-k-n)}{\Gamma(-n) \Gamma(N-n+1)} . \tag{2.14}
\end{equation*}
$$

(This can be shown by using the Beta integral and its analytic continuation.) As a consequence of this relation we may express the sum on the left-hand side of (2.13) according to

$$
\begin{align*}
\sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(1-\frac{k}{N}\right) & =\sum_{k=0}^{N} \frac{\Gamma(k-n)}{\Gamma(k+1) \Gamma(-n)} f\left(1-\frac{k}{N}\right) \\
& =\sum_{k=0}^{N} \frac{\Gamma(N-k-n)}{\Gamma(N-k+1) \Gamma(-n)} f\left(\frac{k}{N}\right) \\
& =\frac{1}{\Gamma(N+1)} \sum_{k=0}^{N}\binom{N}{k} \frac{\Gamma(k+1) \Gamma(N-k-n)}{\Gamma(-n)} f\left(\frac{k}{N}\right) \\
& =\frac{\Gamma(N+1-n)}{\Gamma(N+1)} \sum_{k=0}^{N}\binom{N}{k} D_{0}^{n} b_{k, N}(1) f\left(\frac{k}{N}\right) \\
& =\frac{\Gamma(N+1-n)}{\Gamma(N+1)} D_{0}^{n}\left[\sum_{k=0}^{N}\binom{N}{k} f\left(\frac{k}{N}\right) b_{k, N}\right]  \tag{1}\\
& =\frac{\Gamma(N+1-n)}{\Gamma(N+1)} D_{0}^{n} B_{N}[f](1) .
\end{align*}
$$

Hence our claim (2.13) reduces to

$$
\begin{aligned}
& N^{n} \frac{\Gamma(N+1-n)}{\Gamma(N+1)}\left(D_{0}^{n} f(1)-D_{0}^{n} B_{N}[f](1)\right) \\
& \quad=N^{n} \frac{\Gamma(N+1-n)}{\Gamma(N+1)} D_{0}^{n}\left(f-B_{N}[f]\right)(1) \rightarrow 0 .
\end{aligned}
$$

We had already seen above that

$$
N^{n} \frac{\Gamma(N+1-n)}{\Gamma(N+1)} \rightarrow 1
$$

as $N \rightarrow \infty$; thus it only remains to prove that $D_{0}^{n}\left(f-B_{N}[f]\right)(1) \rightarrow 0$ as $N \rightarrow \infty$. For this last step we use the representation for $D_{0}^{n}$ from Lemma 2.21 and the fundamental property of the finite-part integral described in Theorem D. 14 which yields

$$
\begin{aligned}
& D_{0}^{n}\left(f-B_{N}[f]\right)(1) \\
& \quad=\frac{1}{\Gamma(-n)} \int_{0}^{1}(1-t)^{-n-1}\left(f(t)-B_{N}[f](t)\right) \mathrm{d} t \\
& \quad=\sum_{k=0}^{\lceil n\rceil-1} \frac{1}{\Gamma(k-n+1)} D^{k}\left[f-B_{N}[f]\right](0)+J_{0}^{[n]-n} D^{[n]}\left[f-B_{N}[f]\right](1)
\end{aligned}
$$

We may now invoke Theorem D. 16 which tells us that, under our assumptions, $D^{k} B_{N}[f]$ converges to $D^{k} f$ uniformly on $[0,1]$ for $k=0,1, \ldots,\lceil n\rceil$, and thus the entire expression on the right-hand side converges to zero as required.

Definition 2.3 immediately raises the question what happens if we replace $n$ by $-n$. It turns out that this question has a simple answer.
Theorem 2.26. Let $n>0, f \in C[a, b]$ and $a \leq x \leq b$. Then, with $h_{N}=(x-a) / N$, we have

$$
J_{a}^{n} f(x)=\lim _{N \rightarrow \infty} h_{N}^{n} \sum_{k=0}^{N}(-1)^{k}\binom{-n}{k} f\left(x-k h_{N}\right)
$$

Proof. For $x=a$, both sides of the equation vanish.
For $x>a$, we proceed formally as in the proof of Theorem 2.25, only substituting $-n$ for $n$ throughout the entire argument and replacing (2.14) by

$$
J_{0}^{n} b_{k, N}(1)=\frac{1}{\Gamma(n)} \int_{0}^{1}(1-t)^{N-k+n-1} t^{k} \mathrm{~d} t=\frac{\Gamma(k+1) \Gamma(N-k+n)}{\Gamma(n) \Gamma(N+n+1)} .
$$

which also can be deduced with the help of the Beta integral. We then arrive at the conclusion that our claim is equivalent to the statement

$$
J_{0}^{n}\left(f-B_{N}[f]\right)(1) \rightarrow 0 \quad \text { as } N \rightarrow \infty
$$

which follows from Theorem 2.7 since $B_{N}[f] \rightarrow f$ uniformly by Theorem D.16.
In view of this Theorem and the relation

$$
\begin{aligned}
(-1)^{k}\binom{-n}{k} & =(-1)^{k} \frac{(-n)(-n-1) \cdots(-n-k+1)}{k!} \\
& =\frac{n(n+1) \cdots(n+k-1)}{k!}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{(n+k-1)(n+k-2) \cdots n}{k!} \\
& =\binom{n+k-1}{k}=\frac{\Gamma(n+k)}{\Gamma(n) \Gamma(k+1)},
\end{aligned}
$$

the following formal definition is justified.
Definition 2.4. Let $n>0, f \in C[a, b]$ and $a<x \leq b$. Then

$$
\widetilde{J}_{a}^{n} f(x):=\frac{1}{\Gamma(n)} \lim _{N \rightarrow \infty} h_{N}^{n} \sum_{k=0}^{N} \frac{\Gamma(n+k)}{\Gamma(k+1)} f\left(x-k h_{N}\right)
$$

with $h_{N}=(x-a) / N$ is called the Grünwald-Letnikov fractional integral of order $n$ of the function $f$.

Indeed this is the historically correct definition introduced in the original papers of Grünwald [85] and Letnikov [112] in 1867 and 1868, respectively. Thus the Grünwald-Letnikov representation allows a formal unification of the concepts of fractional derivatives and fractional integrals by admitting both positive and negative values for $n$. Some authors have been motivated by this potential unification to introduce a unified notation concept for fractional integrals and derivatives, i.e. they would, e.g., write $D_{a}^{-n}$ instead of $J_{a}^{n}$ for $n>0$. We have chosen to stick to separate symbols for differential and integral operators because it is then immediately clear from the notation whether the operator under consideration is of differential or integral type.

For a more detailed discussion of Grünwald-Letnikov differential and integral operators we refer to the monograph of Samko et al. [167, §20].

## Exercises

Exercise 2.1. Compute the Riemann-Liouville integrals $J_{0}^{n} f(x)$ for $n>0$ and the following functions $f$ :
(a) $f(x)=\sin \omega x, \omega>0$,
(b) $f(x)=\cos \omega x, \omega>0$,
(c) $f(x)=(1+x)^{-1}$.

Hint: Proceed as in Example 2.2.
Exercise 2.2. Give a proof of relation (2.1).
Exercise 2.3. Prove the identity stated in Example 2.5.

Exercise 2.4. Prove the following identities that we required in the proof of Corollary 2.16:
(a)

$$
(-1)^{k} \Gamma(k+1+n)=k!\Gamma(n)(n+k)\binom{-n}{k}
$$

(b)

$$
\sum_{k=0}^{\ell}\binom{n-\lceil n\rceil}{ k}\binom{\lceil n\rceil}{\ell-k}=\binom{n}{\ell}
$$

Exercise 2.5. Compute the Riemann-Liouville derivatives $D_{0}^{n} f(x)$ for $n>0$ and the following functions $f$ :
(a) $f(x)=\sin \omega x, \omega>0$,
(b) $f(x)=\cos \omega x, \omega>0$,
(c) $f(x)=(1+x)^{-1}$.

Hint: Use the results obtained in Exercise 2.1.
Exercise 2.6. Determine the fractional Taylor expansions for the following cases:
(a) $f(x)=x^{3}, a=0$, and $n=2.8$,
(b) $f(x)=\sin x, a=0$, and $n=1.2$.

## Chapter 3 <br> Caputo's Approach

It turns out that the Riemann-Liouville derivatives have certain disadvantages when trying to model real-world phenomena with fractional differential equations. We shall therefore now discuss a modified concept of a fractional derivative. As we will see below when comparing the two ideas, this second one seems to be better suited to such tasks.

### 3.1 Definition and Basic Properties

We commence with a preliminary definition.
Definition 3.1. Let $n \geq 0$ and $m=\lceil n\rceil$. Then, we define the operator $\widehat{D}_{a}^{n}$ by

$$
\widehat{D}_{a}^{n} f:=J_{a}^{m-n} D^{m} f
$$

whenever $D^{m} f \in L_{1}[a, b]$.
Let us start by looking at the case $n \in \mathbb{N}$. Here we have $m=n$ and hence our definition implies

$$
\widehat{D}_{a}^{n} f=J_{a}^{0} D^{n} f=D^{n} f
$$

i.e. we recover the standard definition in the classical case.

We begin the analysis of this operator in the strictly fractional case $n \notin \mathbb{N}$ with a simple example.

Example 3.1. Let $f(x)=(x-a)^{\beta}$ for some $\beta \geq 0$. Then,

$$
\widehat{D}_{a}^{n} f(x)= \begin{cases}0 & \text { if } \beta \in\{0,1,2, \ldots, m-1\} \\ \frac{\Gamma(\beta+1)}{\Gamma(\beta+1-n)}(x-a)^{\beta-n} & \text { if } \beta \in \mathbb{N} \text { and } \beta \geq m \\ & \text { or } \beta \notin \mathbb{N} \text { and } \beta>m-1\end{cases}
$$

The reader is encouraged to compare this statement with the corresponding one for Riemann-Liouville operators (Example 2.4). Notice in particular that the two
operators have different kernels, and that the domains of the two operators (exhibited here in terms of the allowed range of the parameter $\beta$ ) are also different.

A few additional examples of Caputo-type derivatives of certain important functions are collected for the reader's convenience in Appendix B.

Remark 3.1. We have required $m=\lceil n\rceil$ in Definition 3.1. The same condition has been imposed in the definition $D_{a}^{n}:=D^{m} J_{a}^{m-n}$ of the Riemann-Liouville derivative (Definition 2.2). However, in the latter case we had seen in Lemma 2.11 that this restriction actually is not necessary; one may use any $m \in \mathbb{N}$ with $m \geq n$ in the Riemann-Liouville case. For the newly introduced operator $\widehat{D}_{a}^{n}:=J_{a}^{m-n} D^{m}$ from Definition 3.1, the situation is different: Here we may not replace $m=\lceil n\rceil$ by some $m \in \mathbb{N}$ with $m>\lceil n\rceil$. This is evident by looking at the simple example $f(x)=$ $(x-a)^{\lceil n\rceil}$. For such a function we have, according to Example 3.1,

$$
\widehat{D}_{a}^{n} f(x)=\frac{\Gamma(\lceil n\rceil+1)}{\Gamma(\lceil n\rceil+1-n)}(x-a)^{\lceil n\rceil-n}
$$

but, for $m \in \mathbb{N}$ with $m>\lceil n\rceil$, we obtain $D^{m} f(x)=0$ and hence $J_{a}^{m-n} D^{m} f(x)=0$ too.

The key to the construction of the alternative differential operator that we are looking for is the following identity involving Riemann-Liouville derivatives on the one hand and the newly defined operator on the other hand.

Theorem 3.1. Let $n \geq 0$ and $m=\lceil n\rceil$. Moreover assume that $f \in A^{m}[a, b]$. Then,

$$
\widehat{D}_{a}^{n} f=D_{a}^{n}\left[f-T_{m-1}[f ; a]\right]
$$

almost everywhere. Here, as in the proof of Theorem 2.20, $T_{m-1}[f ; a]$ denotes the Taylor polynomial of degree $m-1$ for the function $f$, centered at $a$; in the case $m=0$ we define $T_{m-1}[f ; a]:=0$.

Note that the expression on the right-hand side of the equation exists if $D_{a}^{n} f$ exists and $f$ possesses $m-1$ derivatives at $a$, the latter condition making sure that the Taylor polynomial exists. This condition is weaker than the previous condition that $f \in A^{m}$. (This follows since $f \in A^{m}$ implies (a) $f \in C^{m-1}$ and hence the existence of the required Taylor polynomial and its Riemann-Liouville derivative, and (b) the existence of $D_{a}^{n} f$ almost everywhere as can be seen by a repeated application of the ideas used in the proof of Lemma 2.12.) Therefore we will, from now on, use the latter expression. A formalization is given as follows.

Definition 3.2. Assume that $n \geq 0$ and that $f$ is such that $D_{a}^{n}\left[f-T_{m-1}[f ; a]\right]$ exists, where $m=\lceil n\rceil$. Then we define the function $D_{* a}^{n} f$ by

$$
D_{* a}^{n} f:=D_{a}^{n}\left[f-T_{m-1}[f ; a]\right] .
$$

The operator $D_{* a}^{n}$ is called the Caputo differential operator of order $n$.

Actually this concept has been introduced independently by many authors, including Caputo [23] and Rabotnov [157] who have based their developments on the approach given in Definition 3.1 and by Dzherbashyan and Nersesian [58] who have used Definition 3.2 as their starting point; other contributors who have dealt with such operators from various points of view include Gross [84] and Gerasimov [74], and it can even be found in a very old paper by Liouville [116, p. 10, formula (B)]. However it seems that Liouville did not see the difference between this operator and the Riemann-Liouville operator as he was mainly interested in those cases where the two operators coincide [Lützen, J., 2001, Private communication]. We follow the most common convention of naming it after Caputo only. The reader who is interested in a detailed historical account should consult the recent paper by Rossikhin [163] and the references cited therein. The notation that we have introduced here follows the generally accepted suggestion of Gorenflo and Mainardi [81].

Once again we note for $n \in \mathbb{N}$ that $m=n$ and hence

$$
D_{* a}^{n} f=D_{a}^{n}\left[f-T_{n-1}[f ; a]\right]=D^{n} f-D^{n}\left(T_{n-1}[f ; a]\right)=D^{n} f
$$

because $T_{n-1}[f ; a]$ is a polynomial of degree $n-1$ that is annihilated by the classical operator $D^{n}$. So in this case we recover the usual differential operator as well. In particular, $D_{* a}^{0}$ is once again the identity operator.

Various papers and books exist where some of the key properties of the Caputo operators have been described, see, e.g., [77,81, 153]. Typically however they were, as stated explicitly in the abstract of [81], written "in a way accessible to applied scientists" and "avoiding unproductive generalities and excessive mathematical rigor". It seems that mathematically rigorous proofs of many important properties are not available in the literature. Therefore we try to give them here.

Proof (of Theorem 3.1). In the case $n \in \mathbb{N}$ the statement is trivial because, as we have seen above, both sides of the equation reduce to $D^{n} f$. We therefore only have to consider the case $n \notin \mathbb{N}$, which implies that $m>n$.

In this case we have

$$
\begin{align*}
D_{a}^{n}\left[f-T_{m-1}[f ; a]\right](x) & =D^{m} J_{a}^{m-n}\left[f-T_{m-1}[f ; a]\right](x) \\
& =\frac{\mathrm{d}^{m}}{\mathrm{~d} x^{m}} \int_{a}^{x} \frac{(x-t)^{m-n-1}}{\Gamma(m-n)}\left(f(t)-T_{m-1}[f ; a](t)\right) \mathrm{d} t . \tag{3.1}
\end{align*}
$$

A partial integration of the integral is permitted and yields

$$
\begin{aligned}
\int_{a}^{x} & \frac{1}{\Gamma(m-n)}\left(f(t)-T_{m-1}[f ; a](t)\right)(x-t)^{m-n-1} \mathrm{~d} t \\
= & -\frac{1}{\Gamma(m-n+1)}\left[\left(f(t)-T_{m-1}[f ; a](t)\right)(x-t)^{m-n}\right]_{t=a}^{t=x} \\
& \quad+\frac{1}{\Gamma(m-n+1)} \int_{a}^{x}\left(D f(t)-D T_{m-1}[f ; a](t)\right)(x-t)^{m-n} \mathrm{~d} t .
\end{aligned}
$$

The term outside the integral is zero (the first factor vanishes at the lower bound, the second vanishes at the upper bound). Thus,

$$
J_{a}^{m-n}\left[f-T_{m-1}[f ; a]\right]=J_{a}^{m-n+1} D\left[f-T_{m-1}[f ; a]\right] .
$$

Under our assumptions, we may repeat this process a total number of $m$ times, and this results in

$$
J_{a}^{m-n}\left[f-T_{m-1}[f ; a]\right]=J_{a}^{2 m-n} D^{m}\left[f-T_{m-1}[f ; a]\right]=J_{a}^{m} J_{a}^{m-n} D^{m}\left[f-T_{m-1}[f ; a]\right] .
$$

We note that $D^{m} T_{m-1}[f ; a] \equiv 0$ because $T_{m-1}[f ; a]$ is a polynomial of degree $m-1$. Thus, the last identity can be simplified to

$$
J_{a}^{m-n}\left[f-T_{m-1}[f ; a]\right]=J_{a}^{m} J_{a}^{m-n} D^{m} f
$$

This may be combined with (3.1) to obtain

$$
D_{a}^{n}\left[f-T_{m-1}[f ; a]\right](x)=D^{m} J_{a}^{m} J_{a}^{m-n} D^{m} f=J_{a}^{m-n} D^{m} f=\widehat{D}_{a}^{n} f
$$

in view of (1.1).
Taking into account the definition of the Caputo operator and Lemma 2.21, we obtain a direct consequence.

Lemma 3.2. Under the assumptions of Lemma 2.21, we have

$$
D_{* a}^{n} f(x)=\frac{1}{\Gamma(-n)} \int_{a}^{x}(x-t)^{-n-1}\left(f(t)-T_{m-1}[f ; a](t)\right) \mathrm{d} t .
$$

Remark 3.2. As in the case of the Riemann-Liouville operators, we see that the Caputo derivatives are not local either.

Yet another representation for the Caputo operator can be obtained by combining its definition with Theorem 2.25:

Lemma 3.3. Let $n>0, m=\lceil n\rceil$ and $f \in C^{m}[a, b]$. Then, for $x \in(a, b]$,

$$
D_{* a}^{n} f(x)=\lim _{N \rightarrow \infty} \frac{1}{h_{N}^{n}} \sum_{k=0}^{N}(-1)^{k}\binom{n}{k}\left[f\left(x-k h_{N}\right)-T_{m-1}[f ; a]\left(x-k h_{N}\right)\right]
$$

with $h_{N}=(x-a) / N$.
The representations of these two Lemmas have proven to be useful for numerical work [34, 121]. Other representations are known as well; we shall present some of them in Sect. 3.2. However, we first continue the investigations of the analytical
aspects of Caputo operators. In this context our next goal is to express the relation between the Riemann-Liouville operator and the Caputo operator in a different way.

Lemma 3.4. Let $n \geq 0$ and $m=\lceil n\rceil$. Assume that $f$ is such that both $D_{* a}^{n} f$ and $D_{a}^{n} f$ exist. Then,

$$
D_{* a}^{n} f(x)=D_{a}^{n} f(x)-\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{\Gamma(k-n+1)}(x-a)^{k-n} .
$$

Proof. In view of the definition of the Caputo derivative and Example 2.4,

$$
\begin{aligned}
D_{* a}^{n} f(x) & =D_{a}^{n} f(x)-\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{k!} D_{a}^{n}\left[(\cdot-a)^{k}\right](x) \\
& =D_{a}^{n} f(x)-\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{\Gamma(k-n+1)}(x-a)^{k-n}
\end{aligned}
$$

An immediate consequence of this Lemma is
Lemma 3.5. Assume the hypotheses of Lemma 3.4. Then,

$$
D_{a}^{n} f=D_{* a}^{n} f
$$

holds if and only if $f$ has an m-fold zero at a, i.e. if and only if

$$
D^{k} f(a)=0 \quad \text { for } \quad k=0,1, \ldots, m-1
$$

We may also combine Lemma 3.4 with Theorem 2.25 to deduce
Lemma 3.6. Let $n>0, m=\lceil n\rceil$ and $f \in C^{m}[a, b]$. Then, for $x \in(a, b]$,

$$
D_{* a}^{n} f(x)=\lim _{N \rightarrow \infty} \frac{1}{h_{N}^{n}} \sum_{k=0}^{N}(-1)^{k}\binom{n}{k} f\left(x-k h_{N}\right)-\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{\Gamma(k-n+1)}(x-a)^{k-n}
$$

with $h_{N}=(x-a) / N$.
When it comes to the composition of Riemann-Liouville integrals and Caputo differential operators, we find that the Caputo derivative is also a left inverse of the Riemann-Liouville integral:

Theorem 3.7. If $f$ is continuous and $n \geq 0$, then

$$
D_{* a}^{n} J_{a}^{n} f=f
$$

Proof. Let $\phi=J_{a}^{n} f$. By Theorem 2.5, we have $D^{k} \phi(a)=0$ for $k=0,1, \ldots, m-1$, and thus (in view of Lemma 3.5 and Theorem 2.14)

$$
D_{* a}^{n} J_{a}^{n} f=D_{* a}^{n} \phi=D_{a}^{n} \phi=D_{a}^{n} J_{a}^{n} f=f .
$$

Once again, we find that the Caputo derivative is not the right inverse of the Riemann-Liouville integral:

Theorem 3.8. Assume that $n \geq 0, m=\lceil n\rceil$, and $f \in A^{m}[a, b]$. Then

$$
J_{a}^{n} D_{* a}^{n} f(x)=f(x)-\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{k!}(x-a)^{k}
$$

Proof. By Theorem 3.1 and Definition 3.1, we have

$$
D_{* a}^{n} f=\widehat{D}_{a}^{n} f=J_{a}^{m-n} D^{m} f .
$$

Thus, applying the operator $J_{a}^{n}$ to both sides of this equation and using the semigroup property of fractional integration, we obtain

$$
J_{a}^{n} D_{* a}^{n} f=J_{a}^{n} J_{a}^{m-n} D^{m} f=J_{a}^{m} D^{m} f
$$

By the classical version of Taylor's theorem (cf. Theorem 2.C), we have that

$$
f(x)=\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{k!}(x-a)^{k}+J_{a}^{m} D^{m} f(x) .
$$

Combining these two equations we derive the claim.
A fractional analogue of Taylor's theorem follows immediately:
Corollary 3.9 (Taylor expansion for Caputo derivatives). Under the assumptions of Theorem 3.8,

$$
f(x)=\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{k!}(x-a)^{k}+J_{a}^{n} D_{* a}^{n} f(x) .
$$

The relations shown in Theorem 3.8 and Corollary 3.9 have major implications when it comes to the solution of differential equations involving the two types of differential operators. Specifically, assume that $h$ is a given function with the property that there exists some function $g$ such that $h=D_{a}^{n} g$. Then, the solution of the Riemann-Liouville differential equation

$$
D_{a}^{n} f=h
$$

is given by

$$
f(x)=g(x)+\sum_{j=1}^{\lceil n\rceil} c_{j}(x-a)^{n-j}
$$

with arbitrary constants $c_{j}$. This follows by the same techniques that one would employ for differential equations of integer order because the equation is linear and
inhomogeneous. By construction, $g$ is a solution of the inhomogeneous equation, and by Example 2.4 each of the terms in the sum solves the corresponding homogeneous equation.

Similarly, if $h_{*}$ is a given function with the property that $h_{*}=D_{* a}^{n} g_{*}$ and if we want to solve

$$
D_{* a}^{n} f_{*}=h_{*},
$$

then we find

$$
f_{*}(x)=g_{*}(x)+\sum_{j=1}^{\lceil n\rceil} c_{j}^{*}(x-a)^{\lceil n\rceil-j}
$$

again with arbitrary constants $c_{j}^{*}$. Thus, in order to obtain a unique solution, it is most natural to prescribe the values $f_{*}(a), D f_{*}(a), \ldots, D^{\lceil n\rceil-1} f_{*}(a)$ in the Caputo setting, whereas in the Riemann-Liouville case one would rather prescribe fractional derivatives of $f$ at $a$. This will be explored in a more detailed fashion in the following chapters. For the moment we note that the Caputo version is usually preferred when physical models are described because the physical interpretation of the prescribed data is clear, and therefore it is in general possible to provide these data, e.g. by suitable measurements. This is not true for the fractional order initial conditions required for the Riemann-Liouville environment. For example, in applications like the modelling of viscoelastic materials in mechanics [184], $f(x)$ is typically a displacement at time $x$, and so $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ would be the corresponding velocity and acceleration, respectively - quantities that are well understood and easily measured. On the other hand, in spite of recently attempted explanations [154], a fractional derivative of a displacement remains an object whose physical nature is unclear, and so no measurement methods for such a quantity are readily available.

Apart from this reason (which is mainly motivated by arguments in connection with applications) there are actually other reasons coming from the "pure" side of mathematics for preferring the Caputo derivative over the Riemann-Liouville operator [97, 108], but we shall not dwell on this topic here. Rather, we shall continue by stating another representation for the Caputo derivative of a function under a quite natural assumption. To this end we require the following definition that is a special case of a concept established in [73] (see also [167, p. 426]).

Definition 3.3. Let $n>0$ and let $v$ be an entire function with the power series expansion $v(x)=\sum_{k=0}^{\infty} c_{k} x^{k}$. Then, the operator $\mathscr{D}^{n}$ that maps this function $v$ to the function $\mathscr{D}^{n} v$ with

$$
\mathscr{D}^{n} v(x):=\sum_{k=1}^{\infty} c_{k} \frac{\Gamma(k n+1)}{\Gamma(k n+1-n)} x^{k-1}
$$

is called the Gel'fond-Leont'ev operator of order $n$.
The Caputo derivatives of certain functions can be expressed with the help of these operators in a very convenient way (see, e.g., [106, p. 139] or [167, p. 426]):

Theorem 3.10. Let $n>0$ and let $v$ be an entire function with the power series expansion $v(x)=\sum_{k=0}^{\infty} c_{k} x^{k}$. Moreover let $f(x):=v\left(x^{n}\right)$ for $x \geq 0$. Then,

$$
D_{* 0}^{n} f(x)=\mathscr{D}^{n} v\left(x^{n}\right) .
$$

Proof. This result follows using a straightforward computation using the defintions of the function $f$ and the Caputo differential operator, the power series expansion of $v$ and the fact that, because $v$ is entire, we may interchange the infinite series operator and the Caputo differential operator (i.e., we may apply the Caputo operator to the series in a term-by-term manner).

The following result establishes another significant difference between Riemann-Liouville and Caputo derivatives. A comparison with, e.g., Example 2.4 for $f(x)=1$ and $n>0, n \notin \mathbb{N}$, reveals that we are not allowed to replace $D_{* a}^{n}$ by $D_{a}^{n}$ here.

Lemma 3.11. Let $n>0, n \notin \mathbb{N}$ and $m=\lceil n\rceil$. Moreover assume that $f \in C^{m}[a, b]$. Then, $D_{* a}^{n} f \in C[a, b]$ and $D_{* a}^{n} f(a)=0$.

Proof. By definition and Theorem 3.1, $D_{* a}^{n} f=J_{a}^{m-n} D^{m} f$. The result follows from Theorem 2.5 because $D^{m} f$ is assumed to be continuous.

We may relax the conditions on $f$ slightly.
Lemma 3.12. Let $n>0, n \notin \mathbb{N}$ and $m=\lceil n\rceil$. Moreover let $f \in A^{m}[a, b]$ and assume that $D_{* a}^{\hat{n}} f \in C[a, b]$ for some $\hat{n} \in(n, m)$. Then, $D_{* a}^{n} f \in C[a, b]$ and $D_{* a}^{n} f(a)=0$.

Proof. By definition and Theorems 3.1 and 2.2,

$$
D_{* a}^{n} f=J_{a}^{m-n} D^{m} f=J_{a}^{\hat{n}-n} J_{a}^{m-\hat{n}} D^{m} f=J_{a}^{\hat{n}-n} D_{* a}^{\hat{n}} f .
$$

Thus the claim follows by virtue of Theorem 2.5.
Remark 3.3. In order to assess the consequences of these two Lemmata, we point out the following fact. Assume, for example, the hypotheses of Lemma 3.11 and additionally that $n>2$. Then the Lemma asserts that all derivatives $D_{* a}^{n} f, 0<n<3$, are continuous, and thus, in particular, $D_{* a}^{\ell} f$ and $D_{* a}^{\ell+1} f$ are continuous whenever $0<\ell<2$. This does not mean, however, that $D_{* a}^{\ell} f \in C^{1}[a, b]$ for these $\ell$. For a counterexample, we refer to Exercise 3.1. As a consequence of this observation, we obtain that we cannot deduce the identity $D D_{* a}^{\ell} f=D_{* a}^{\ell+1} f$ to be true under the assumptions of our Lemmata because the function on the right-hand side is continuous whereas the one on the left-hand side need not have this property. Hence we find that the Caputo differential operators do not form a semigroup in general.

In this context the following observation is important.
Lemma 3.13. Let $f \in C^{k}[a, b]$ for some $a<b$ and some $k \in \mathbb{N}$. Moreover let $n, \varepsilon>0$ be such that there exists some $\ell \in \mathbb{N}$ with $\ell \leq k$ and $n, n+\varepsilon \in[\ell-1, \ell]$. Then,

$$
D_{* a}^{\varepsilon} D_{* a}^{n} f=D_{* a}^{n+\varepsilon} f .
$$

Remark 3.4. Two comments concerning this Lemma need to be made:
(a) Such a result cannot be expected to hold in general if Riemann-Liouville derivatives were used instead of Caputo derivatives. As an example, consider the function $f$ with $f(x)=1$ and let $a=0, n=1$ and $\varepsilon=1 / 2$. If we were to use Riemann-Liouville derivatives, the left-hand side would be $\left(D_{0}^{1 / 2} f^{\prime}\right)(x)=$ $D_{0}^{1 / 2} 0=0$, whereas the right-hand side is

$$
D_{0}^{3 / 2} f(x)=D^{2} J_{0}^{1 / 2} f(x)=\frac{1}{\Gamma(-1 / 2)} x^{-3 / 2}
$$

(b) The condition requiring the existence of the number $\ell$ with the properties mentioned in the Lemma is essential. To see what can happen without it, consider the example $n=\varepsilon=7 / 10$ (i.e. $7 / 10=n<1<n+\varepsilon=7 / 5$ ), $a=0$ and $f(x)=x$. Then, the right-hand side is $D_{* 0}^{7 / 5} f(x)=\left(J_{0}^{3 / 5} f^{\prime \prime}\right)(x)=J_{0}^{3 / 5} 0=0$, but since

$$
\left(D_{* 0}^{7 / 10} f\right)(x)=\frac{1}{\Gamma(13 / 10)} x^{3 / 10}
$$

the left-hand side takes the value

$$
D_{* 0}^{7 / 10}\left(D_{* 0}^{7 / 10} f\right)(x)=\frac{1}{\Gamma(3 / 5)} x^{-2 / 5}
$$

Proof (of Lemma 3.13). The statement is trivial in the case $n=\ell-1$ and $n+\varepsilon=\ell$, so we only treat the other situations explicitly. Then we first observe that our assumptions imply $0<\varepsilon<1$. Thus, by Lemma 3.5 we find that

$$
D_{* a}^{\varepsilon} z=D_{a}^{\varepsilon} z
$$

whenever $z(a)=0$. We consider three cases:

1. $n+\varepsilon \in \mathbb{N}$ : In this case we have that $\lceil n\rceil=n+\varepsilon$ and hence $\lceil n\rceil-n=\varepsilon$. Moreover, by Lemma 3.11, $D_{* a}^{n} f(a)=0$. Thus

$$
\begin{aligned}
D_{* a}^{\varepsilon} D_{* a}^{n} f & =D_{a}^{\varepsilon} D_{* a}^{n} f=D_{a}^{\varepsilon} J_{a}^{[n\rceil-n} D^{\lceil n\rceil} f \\
& =D_{a}^{\varepsilon} J_{a}^{\varepsilon} D^{\lceil n\rceil} f=D^{\lceil n\rceil} f=D^{n+\varepsilon} f=D_{* a}^{n+\varepsilon} f .
\end{aligned}
$$

2. $n \in \mathbb{N}$ : Here we have, using Theorem 3.1,

$$
D_{* a}^{\varepsilon} D_{* a}^{n} f=D_{* a}^{\varepsilon} D^{n} f=J_{a}^{1-\varepsilon} D^{n+1} f=D_{* a}^{n+\varepsilon} f .
$$

3. Otherwise, we have $\lceil n\rceil=\lceil n+\varepsilon\rceil$, and thus we find by similar arguments that

$$
\begin{aligned}
D_{* a}^{\varepsilon} D_{* a}^{n} f & =D_{a}^{\varepsilon} D_{* a}^{n} f=D_{a}^{\varepsilon} J_{a}^{[n\rceil-n} D^{\lceil n\rceil} f \\
& =D^{1} J_{a}^{1-\varepsilon} J_{a}^{\lceil n\rceil-n} D^{\lceil n\rceil} f=D^{1} J_{a}^{1} J_{a}^{[n+\varepsilon\rceil-(n+\varepsilon)} D^{\lceil n+\varepsilon\rceil} f \\
& =D_{* a}^{n+\varepsilon} f .
\end{aligned}
$$

The previous result has dealt with the concatenation of two Caputo differential operators. In some instances however it may also be useful to concatenate a Caputo operator with a differential operator of Riemann-Liouville type:

Theorem 3.14. Let $f \in C^{\mu}[a, b]$ for some $\mu \in \mathbb{N}$. Moreover let $n \in[0, \mu]$. Then,

$$
D_{a}^{\mu-n} D_{* a}^{n} f=D^{\mu} f
$$

Notice that the operator $D^{\mu}$ appearing on the right-hand side of the claim is a classical (integer-order) differential operator.

Proof. If $n$ is an integer then both differential operators on the left-hand side reduce to integer-order operators and hence we obtain the desired result by an application of the definition of the iterated operators, viz. Definition 1.1 (c).

If $n$ is not an integer then we may invoke Theorem 3.1 to conclude that

$$
D_{* a}^{n} f=\widehat{D}_{a}^{n} f=J_{a}^{[n\rceil-n} D^{\lceil n\rceil} f .
$$

Combining this with the definition of the Riemann-Liouville derivative and using the semigroup property of fractional integration and eq. (1.1) we find

$$
\begin{aligned}
D_{a}^{\mu-n} D_{* a}^{n} f & =D^{\mu-\lceil n\rceil+1} J_{a}^{n+1-\lceil n\rceil} J_{a}^{[n\rceil-n} D^{\lceil n\rceil} f=D^{\mu-\lceil n\rceil+1} J_{a}^{1} D^{\lceil n\rceil} f \\
& =D^{\mu-\lceil n\rceil} D^{\lceil n\rceil} f=D^{\mu} f .
\end{aligned}
$$

It is actually possible to explore the smoothness properties of $D_{* 0}^{n} f$ under smoothness assumptions on $f$ in more detail than in Lemma 3.11:

Theorem 3.15. If $f \in C^{\mu}[a, b]$ for some $\mu \in \mathbb{N}$ and $0<n<\mu$ then

$$
D_{* a}^{n} f(x)=\sum_{\ell=0}^{\mu-\lceil n\rceil-1} \frac{f^{(\ell+\lceil n\rceil)}(a)}{\Gamma(\lceil n\rceil-n+\ell+1)}(x-a)^{\lceil n\rceil-n+\ell}+g(x)
$$

with some function $g \in C^{\mu-\lceil n\rceil}[a, b]$. Moreover, the $(\mu-\lceil n\rceil)$ th derivative of $g$ satisfies a Lipschitz condition of order $\lceil n\rceil-n$.

Proof. This is a direct consequence of the definition of the Caputo differential operator and Theorems 3.1 and 2.5.

The main computational rules for the Caputo derivative are similar, but not identical, to those for the Riemann-Liouville derivative.

Theorem 3.16. Let $f_{1}, f_{2}:[a, b] \rightarrow \mathbb{R}$ be such that $D_{* a}^{n} f_{1}$ and $D_{* a}^{n} f_{2}$ exist almost everywhere and let $c_{1}, c_{2} \in \mathbb{R}$. Then, $D_{* a}^{n}\left(c_{1} f_{1}+c_{2} f_{2}\right)$ exists almost everywhere, and

$$
D_{* a}^{n}\left(c_{1} f_{1}+c_{2} f_{2}\right)=c_{1} D_{* a}^{n} f_{1}+c_{2} D_{* a}^{n} f_{2} .
$$

Proof. This linearity property of the fractional differential operator is an immediate consequence of the definition of $D_{* a}^{n}$.

For the formula of Leibniz, we only state the case $0<n<1$ explicitly.
Theorem 3.17 (Leibniz' formula for Caputo operators). Let $0<n<1$, and assume that $f$ and $g$ are analytic on $(a-h, a+h)$. Then,

$$
\begin{aligned}
D_{* a}^{n}[f g](x)= & \frac{(x-a)^{-n}}{\Gamma(1-n)} g(a)(f(x)-f(a))+\left(D_{* a}^{n} g(x)\right) f(x) \\
& +\sum_{k=1}^{\infty}\binom{n}{k}\left(J_{a}^{k-n} g(x)\right) D_{* a}^{k} f(x)
\end{aligned}
$$

Proof. We apply the definition of the Caputo derivative and find

$$
D_{* a}^{n}[f g]=D_{a}^{n}[f g-f(a) g(a)]=D_{a}^{n}[f g]-f(a) g(a) D_{a}^{n}[1] .
$$

Next we use Leibniz' formula for Riemann-Liouville derivatives and find

$$
D_{* a}^{n}[f g]=f\left(D_{a}^{n} g\right)+\sum_{k=1}^{\infty}\binom{n}{k}\left(D_{a}^{k} f\right)\left(J_{a}^{k-n} g\right)-f(a) g(a) D_{a}^{n}[1] .
$$

Now we add and subtract $f \cdot g(a)\left(D_{a}^{n}[1]\right)$ and rearrange to obtain

$$
\begin{aligned}
D_{* a}^{n}[f g]= & f\left(D_{a}^{n}[g-g(a)]\right)+\sum_{k=1}^{\infty}\binom{n}{k}\left(D_{a}^{k} f\right)\left(J_{a}^{k-n} g\right) \\
& +g(a)(f-f(a)) D_{a}^{n}[1] \\
= & f \times\left(D_{* a}^{n} g\right)+\sum_{k=1}^{\infty}\binom{n}{k}\left(D_{* a}^{k} f\right)\left(J_{a}^{k-n} g\right)+g(a)(f-f(a)) \times D_{a}^{n}[1]
\end{aligned}
$$

where we have used the fact that, for $k \in \mathbb{N}, D_{a}^{k}=D^{k}=D_{* a}^{k}$. To finally complete the proof it only remains to use the explicit expression for $D_{a}^{n}[1]$ from Example 2.4.
Remark 3.5. For Faà di Bruno's formula (the chain rule) for Caputo operators we may combine eq. (2.6), i.e. the corresponding rule for Riemann-Liouville operators, and Lemma 3.4. This yields that, once again under suitable assumptions on the functions $f$ and $g$ that we shall not specify explicitly, it has the form

$$
\begin{aligned}
D_{* a}^{n} & {[f(g(\cdot))](x) } \\
= & \sum_{k=1}^{\infty}\binom{n}{k} \frac{k!(x-a)^{k-n}}{\Gamma(k-n+1)} \sum_{\ell=1}^{k}\left(D^{\ell} f\right)(g(x)) \sum_{\left(a_{1}, \ldots, a_{k}\right) \in A_{k}, \ell} \prod_{r=1}^{k} \frac{1}{a_{r}!}\left(\frac{D^{r} g(x)}{r!}\right)^{a_{r}} \\
& +\frac{(x-a)^{-n}}{\Gamma(1-n)} f(g(x))-\sum_{k=0}^{\lceil n]-1} \frac{D^{k}[f(g(\cdot))](a)}{\Gamma(k-n+1)}(x-a)^{k-n}
\end{aligned}
$$

where, as in the Riemann-Liouville case discussed in Theorem 2.19, $\left(a_{1}, \ldots, a_{k}\right) \in$ $A_{k, \ell}$ means that

$$
a_{1}, \ldots, a_{k} \in \mathbb{N}_{0}, \quad \sum_{r=1}^{k} r a_{r}=k \quad \text { and } \quad \sum_{r=1}^{k} a_{r}=\ell
$$

### 3.2 Nonclassical Representations of Caputo Operators

In the previous section we have developed a number of different representations for Caputo differential operators under various assumptions on the function to be differentiated; see, e.g., Definition 3.2, Definition 3.1 in combination with Theorem 3.1, Lemma 3.2, Lemma 3.3, or Lemma 3.4. Essentially, all these representations consist of a combination of a convolution integral and some sort of a differential operator (or the limit of a discrete version of this). This approach immediately reveals the non-locality of the Caputo operator and provides a natural approach to handling this property. However, in some applications it has turned out that other ways to express the non-locality are more helpful. Two such alternative representations have recently been developed independently by Yuan and Agrawal [194] and Singh and Chatterjee [26,177]. Our treatment of these two closely related methods is based on the generalizations provided and analyzed in [38].

We first recall the details of the method proposed by Yuan and Agrawal [194]. They have only discussed the case $0<n<1$. An extension to $1<n<2$ has been provided by Trinks and Ruge [185]. We will not impose any such restriction on the size of $n$. However, our techniques do require that $n \notin \mathbb{N}$ throughout this section. Since this only excludes cases that are not truly fractional anyway, this is not a substantial limitation. It can easily be seen that our approach reduces to the original scheme of Yuan and Agrawal if $0<n<1$.

The approach is tailored to functions $f \in C^{\lceil n\rceil}[a, b]$. In view of Theorem 3.1 this feature allows us to use the representation of Definition 3.1 for the Caputo derivative. Then we define an auxiliary bivariate function $\phi:(0, \infty) \times[a, b] \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\phi(w, x):=(-1)^{\lfloor n\rfloor} \frac{2 \sin \pi n}{\pi} w^{2 n-2\lceil n\rceil+1} \int_{a}^{x} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau . \tag{3.2}
\end{equation*}
$$

With this notation we obtain the following generalization of a result presented in [194, §2]:

Theorem 3.18. Under the above assumptions,

$$
\begin{equation*}
D_{* a}^{n} f(x)=\int_{0}^{\infty} \phi(w, x) \mathrm{d} w . \tag{3.3}
\end{equation*}
$$

In addition, for fixed $w>0$ the function $\phi(w, \cdot)$ satisfies the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial x} \phi(w, x)=-w^{2} \phi(w, x)+(-1)^{\lfloor n\rfloor} \frac{2 \sin \pi n}{\pi} w^{2 n-2\lceil n\rceil+1} f^{(\lceil n\rceil)}(x) \tag{3.4}
\end{equation*}
$$

subject to the initial condition $\phi(w, a)=0$.
Notice that the differential equation (3.4) is effectively an ordinary differential equation since we assume $w$ to be a fixed parameter. Moreover it is a differential equation of order 1 and hence of classical (not fractional in the strict sense) type. In addition we note that the differential equation is linear and inhomogeneous and that it has constant coefficients. Therefore it is a simple matter to compute the solution of the initial value problem explicitly, and of course this computation reproduces the representation (3.2).

Proof. Bearing in mind the definition of the Gamma function (Definition 1.2), Theorem D. 3 and the obvious identity

$$
\sin \pi(n-\lceil n\rceil+1)=(-1)^{\lfloor n\rfloor} \sin \pi n \quad(n \notin \mathbb{N})
$$

we obtain that

$$
\begin{aligned}
D_{* a}^{n} f(x)= & \frac{1}{\Gamma(\lceil n\rceil-n)} \int_{a}^{x}(x-\tau)^{\lceil n\rceil-n-1} f^{(\lceil n\rceil)}(\tau) \mathrm{d} \tau \\
= & \frac{1}{\Gamma(n-\lceil n\rceil+1) \Gamma(\lceil n\rceil-n)} \\
& \times \int_{a}^{x} \int_{0}^{\infty} \mathrm{e}^{-z} z^{n-\lceil n\rceil} \mathrm{d} z(x-\tau)^{\lceil n\rceil-n-1} f^{(\lceil n\rceil)}(\tau) \mathrm{d} \tau \\
= & \frac{\sin \pi(n-\lceil n\rceil+1)}{\pi} \int_{a}^{x} \int_{0}^{\infty} \mathrm{e}^{-z}\left(\frac{z}{x-\tau}\right)^{n-\lceil n\rceil+1} \frac{1}{z} f^{(\lceil n\rceil)}(\tau) \mathrm{d} z \mathrm{~d} \tau \\
= & (-1)^{\lfloor n\rfloor} \frac{\sin \pi n}{\pi} \int_{a}^{x} \int_{0}^{\infty} \mathrm{e}^{-z}\left(\frac{z}{x-\tau}\right)^{n-\lceil n\rceil+1} \frac{1}{z} f^{(\lceil n\rceil)}(\tau) \mathrm{d} z \mathrm{~d} \tau .
\end{aligned}
$$

We may now apply the substitution $z=(x-\tau) w^{2}$ in the inner integral and note that Fubini's Theorem allows us to interchange the order of the integrations since $f^{(\lceil n\rceil)}$ is assumed to be continuous. This yields

$$
\begin{aligned}
D_{* a}^{n} f(x) & =(-1)^{\lfloor n\rfloor} \frac{2 \sin \pi n}{\pi} \int_{a}^{x} \int_{0}^{\infty} \mathrm{e}^{-(x-\tau) w^{2}} w^{2 n-2\lceil n\rceil+1} f^{(\lceil n\rceil)}(\tau) \mathrm{d} w \mathrm{~d} \tau \\
& =\int_{0}^{\infty}(-1)^{\lfloor n\rfloor} \frac{2 \sin \pi n}{\pi} w^{2 n-2\lceil n\rceil+1} \int_{a}^{x} \mathrm{e}^{-(x-\tau) w^{2}} f^{(\lceil n\rceil)}(\tau) \mathrm{d} \tau \mathrm{~d} w
\end{aligned}
$$

and, recalling the definition (3.2) of $\phi$, we deduce (3.3).
Next we differentiate the definition (3.2) of $\phi$ with respect to $x$. The classical rules for the differentiation of parameter integrals with respect to the parameter
immediately give (3.4). Finally the fact that $\phi(w, a)=0$ for $w>0$ is also a direct consequence of (3.2) because the integrand of the integral on the right-hand side of (3.2) is continuous.

The approach proposed by Chatterjee [26] and investigated further in [177] is also based on expressing the fractional derivative of the given function $f$ in the form of an integral over $(0, \infty)$ whose integrand can be computed as the solution of a first-order initial value problem. Specifically, it is based on the following analogue of Theorem 3.18. The result essentially states that we may replace the integrand $\phi$ by a function $\phi^{*}$ which can be characterized as the solution of a different first-order initial value problem.

Theorem 3.19. Let $f \in C^{\lceil n\rceil}[a, b]$. Moreover, for fixed $w>0$, let $\phi^{*}(w, \cdot)$ be the solution of the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial x} \phi^{*}(w, x)=-w^{1 /(n-\lceil n\rceil-1)} \phi^{*}(w, x)+\frac{(-1)^{\lfloor n\rfloor} \sin \pi n}{\pi(n-\lceil n\rceil+1)} f^{(\lceil n\rceil)}(x) \tag{3.5}
\end{equation*}
$$

subject to the initial condition $\phi^{*}(w, a)=0$. Then, we have

$$
\begin{equation*}
\phi^{*}(w, x)=\frac{(-1)^{\lfloor n\rfloor} \sin \pi n}{\pi(n-\lceil n\rceil+1)} \int_{0}^{x} f^{(\lceil n\rceil)}(\tau) \exp \left(-(x-\tau) w^{1 /(n-\lceil n\rceil+1)}\right) \mathrm{d} \tau \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{* a}^{n} f(x)=\int_{0}^{\infty} \phi^{*}(w, x) \mathrm{d} w \tag{3.7}
\end{equation*}
$$

Proof. The proof of this result is almost identical to the proof of Theorem 3.18; one only needs to replace the substitution $z=(x-\tau) w^{2}$ by $z=(x-\tau) w^{1 /(n-\lceil n\rceil+1)}$ and use the functional equation of the Gamma function, $u \Gamma(u)=\Gamma(u+1)$. We leave the details to the reader.

In many applications of these representations [41, 118, 171, 177, 185] it is important to have some additional knowledge about the behaviour of the function $\phi$ in eq. (3.2) or the function $\phi^{*}$ in eq. (3.6), respectively. The most important of these properties are summarized in the following theorems. Here, the symbol $\alpha(v) \sim \beta(v)$ means that there exist two strictly positive constants $A$ and $B$ such that $|\alpha(v) / \beta(v)| \in[A, B]$ as $v$ tends to the indicated limit. We begin with the function $\phi$ arising in the original Yuan-Agrawal representation that we had given in our Theorem 3.18.

Theorem 3.20. Let $x \in(a, b)$ be fixed and $0<n \notin \mathbb{N}$, and assume that there exists some $C>0$ such that $\left|f^{([n])}(\tilde{x})\right|>C$ for all $\tilde{x} \in[a, b]$.
(a) The function $\phi(\cdot, x)$ defined in (3.2) behaves as

$$
\begin{equation*}
\phi(w, x) \sim w^{2 n-2\lceil n\rceil+1} \quad \text { as } w \rightarrow 0 \tag{3.8}
\end{equation*}
$$

(b) Moreover,

$$
\begin{equation*}
\phi(w, x) \sim w^{2 n-2\lceil n\rceil-1} \quad \text { as } w \rightarrow \infty . \tag{3.9}
\end{equation*}
$$

(c) We have $\phi(\cdot, x) \in C^{\infty}(0, \infty)$.

Remark 3.6. The condition that $f^{(\lceil n])}$ be bounded away from zero is a technical condition required in order to keep the proof simple and to keep the result valid for all $x \in(a, b)$. Using more complicated techniques, one could show that the same asymptotic behaviour is present for almost all $x \in(a, b)$ under substantially weaker conditions. Thus it is justified to say that the asymptotic behaviour described in Theorem 3.20 is the behaviour that one may reasonably expect for the function $\phi$ unless the given function $f$ is of a highly exceptional nature.

Proof. For part (a), a partial integration gives

$$
\begin{aligned}
& \int_{a}^{x} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau \\
& \quad=\left.f^{(\lceil n\rceil-1)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}}\right|_{\tau=a} ^{\tau=x}-w^{2} \int_{a}^{x} f^{(\lceil n\rceil-1)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau \\
& \quad=f^{(\lceil n\rceil-1)}(x)-f^{(\lceil n\rceil-1)}(a) \mathrm{e}^{-x w^{2}}-w^{2} \int_{0}^{x} f^{(\lceil n\rceil-1)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau .
\end{aligned}
$$

Since $x$ is fixed, the rightmost integral obviously remains bounded as $w \rightarrow 0$, and hence we conclude

$$
\begin{equation*}
\lim _{w \rightarrow 0} \int_{a}^{x} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau=f^{(\lceil n\rceil-1)}(x)-f^{(\lceil n\rceil-1)}(0) \tag{3.10}
\end{equation*}
$$

Inserting this relation into the definition (3.2) of $\phi$ we obtain the first claim.
For the proof of (b), we write

$$
\begin{aligned}
& w^{2} \int_{a}^{x} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau \\
& \quad=w^{2} \int_{a}^{x-w^{-1}} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau+w^{2} \int_{x-w^{-1}}^{x} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau \\
& \quad=f^{(\lceil n\rceil)}\left(\xi_{1}\right) w^{2} \int_{a}^{x-w^{-1}} \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau+f^{(\lceil n\rceil)}\left(\xi_{2}\right) w^{2} \int_{x-w^{-1}}^{x} \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau \\
& \quad=f^{(\lceil n\rceil)}\left(\xi_{1}\right)\left(\mathrm{e}^{-w}-\mathrm{e}^{-w^{2}}\right)+f^{(\lceil n\rceil)}\left(\xi_{2}\right)\left(1-\mathrm{e}^{-w}\right)
\end{aligned}
$$

with some $\xi_{1} \in\left[a, x-w^{-1}\right]$ and $\xi_{2} \in\left[x-w^{-1}, x\right]$ because of the Mean Value Theorem. Now, as $w \rightarrow \infty, f^{([n\rceil)}\left(\xi_{1}\right)$ remains bounded whereas $\mathrm{e}^{-w}-\mathrm{e}^{-w^{2}} \rightarrow 0$. Thus the first summand on the right-hand side vanishes. For the second summand we have $1-\mathrm{e}^{-w} \rightarrow 1$ and $f^{(\lceil n\rceil)}\left(\xi_{2}\right) \rightarrow f^{(\lceil n\rceil)}(x)$ because $\xi_{2} \in\left[x-w^{-1}, x\right]$. Thus, we conclude

$$
\lim _{w \rightarrow \infty} w^{2} \int_{0}^{x} f^{(\lceil n\rceil)}(\tau) \mathrm{e}^{-(x-\tau) w^{2}} \mathrm{~d} \tau=f^{(\lceil n\rceil)}(x)
$$

Inserting this relation into the definition of $\phi$, we arrive at

$$
\begin{equation*}
\phi(w, x)=(-1)^{\lfloor n\rfloor} \frac{2 \sin \pi n}{\pi} w^{2 n-2\lceil n\rceil-1}\left[f^{(\lceil n\rceil)}(x)+o(1)\right] \tag{3.11}
\end{equation*}
$$

which completes the proof of (b).
Finally, part (c) follows directly from the definition of $\phi$ that we had given in eq. (3.2).

We can also provide a corresponding result for the function $\phi^{*}$ used in Chatterjee's representation (Theorem 3.19). The behaviour of this function $\phi^{*}$, which is defined in eq. (3.6), can be described as follows.

Theorem 3.21. Let $x \in(a, b)$ be fixed and $0<n \notin \mathbb{N}$, and assume that there exists some $C>0$ such that $\left|f^{(\lceil n\rceil)}(\tilde{x})\right|>C$ for all $\tilde{x} \in[0, X]$.
(a) The function $\phi^{*}(\cdot, x)$ described in eq. (3.6) behaves as

$$
\begin{equation*}
\phi^{*}(w, x) \sim 1 \quad \text { as } w \rightarrow 0 \tag{3.12}
\end{equation*}
$$

(b) Moreover,

$$
\begin{equation*}
\phi^{*}(w, x) \sim w^{-1 /(n-\lceil n\rceil+1)} \quad \text { as } w \rightarrow \infty . \tag{3.13}
\end{equation*}
$$

(c) We have $\phi^{*}(\cdot, x) \in C^{\infty}(0, \infty)$.

The proof proceeds along the same lines as the proof of Theorem 3.20.
Theorems 3.20 and 3.21 allow us to compare the analytical properties of the function $\phi$ used by Yuan and Agrawal and the function $\phi^{*}$ proposed by Chatterjee. First of all we note that both functions possess infinitely many derivatives (in the classical sense) with respect to the first variable. However, there are significant differences in the asymptotic behaviour of the functions as the first variable tends to either end of the interval $(0, \infty)$ over which the functions need to be integrated in order to compute the Caputo derivative $D_{* a}^{n} f$.

To be precise, for $w \rightarrow 0$ the function $\phi(w, x)$ exhibits an asymptotic behaviour of the form $w^{2 n-2\lceil n\rceil-1}$ according to Theorem 3.20 (a). The exponent of $w$ here is always strictly between -1 and +1 . This asserts the integrability of $\phi(w, x)$ with respect to $w$ near $w=0$ at least in the improper sense. However, we can expect a smooth behaviour near this end point of the integration interval only if the exponent is an integer, and this is the case if and only if $n=k+1 / 2$ with some $k \in \mathbb{N}_{0}$. For all other values of $n$ the behaviour is less regular. This irregularity needs to be taken into account carefully when one tries to use this approach in a numerical algorithm [38, 118]. Theorem 3.21 (a) demonstrates that the function $\phi^{*}$ is easier to handle in this respect since here we always have that $\phi^{*}(w, x)$ remains bounded by nonzero constants from above and below.

The behaviour of the integrands $\phi(w, x)$ and $\phi^{*}(w, x)$ for $w \rightarrow \infty$ also exhibits substantial differences. As shown in Theorem 3.20 (b), the Yuan-Agrawal integrand $\phi(w, x)$ behaves as $w^{2 n-2[n]-1}$. The exponent of $w$ here is always contained in the interval $(-3,-1)$. This is just about fast enough to make sure that the improper
integral exists. On the other hand, according to Theorem 3.21 (b), the Chatterjee integrand $\phi^{*}(w, x)$ behaves in a way that depends on $n$ in a somewhat more complicated fashion: If $n=k+\varepsilon$ with some $k \in \mathbb{N}_{0}$ and $0<\varepsilon<1$ then the exponent in question is $-1 / \varepsilon$. This is always less than -1 , and hence the improper integral converges. In this respect we have no difference to the Yuan-Agrawal method. However, if $\varepsilon$ is close to 0 then the exponent of course remains negative but it may be arbitrarily large in modulus, leading to a much faster (but still algebraic) decay of the integrand. In particular, in contrast to the Yuan-Agrawal method there is no lower bound on the exponent as $n$ runs through all the admissible numbers. For numerical work, a rapidly decaying integrand is preferable, so at least for $n=k+\varepsilon$ with $k \in \mathbb{N}$ and $\varepsilon$ close to 0 the approach via Theorem 3.19 has some advantages over the path via Theorem 3.18. It should be pointed out though that, from the point of view of approximation theory (see, e.g., the survey article [122]), an ideal integrand (i.e. an integrand that can be handled very nicely by a numerical algorithm) would decay exponentially as $w \rightarrow \infty$, i.e. much faster than we can ever hope even for $\phi^{*}$.

## Exercises

Exercise 3.1. Let $f(x)=\cos \lambda x$ for some $\lambda>0$.
(a) Determine the functions $D_{0}^{n} f(x)$ and $D_{* 0}^{n} f(x)$ for arbitrary $n>0$.
(b) For which values of $x$ are these derivatives defined?
(c) Investigate these derivatives with respect to continuity and differentiability.
(d) Draw a sketch of the derivatives for some values of $n$.

Exercise 3.2. Prove the identities stated in Appendix B.
Exercise 3.3. Work out the details of the proofs of Theorems 3.19 and 3.21.

## Chapter 4 Mittag-Leffler Functions

Before we can come to the core of this text, i.e. to the discussion of fractional differential equations, we need to introduce two classes of functions (one of which may be considered to be a special case of the other) and investigate their basic properties. These functions will turn out to be of fundamental importance in our context, and they will be used in many places throughout the second part of this book. We begin with the more restrictive of the two concepts.

Definition 4.1. Let $n>0$. The function $E_{n}$ defined by

$$
E_{n}(z):=\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma(j n+1)}
$$

whenever the series converges is called the Mittag-Leffler function of order $n$.
This function has been introduced by Mittag-Leffler [136, 137]. We immediately notice that

$$
\begin{equation*}
E_{1}(z)=\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma(j+1)}=\sum_{j=0}^{\infty} \frac{z^{j}}{j!}=\exp (z) \tag{4.1}
\end{equation*}
$$

is just the well known exponential function.
The more general class of functions is defined as follows.
Definition 4.2. Let $n_{1}, n_{2}>0$. The function $E_{n_{1}, n_{2}}$ defined by

$$
E_{n_{1}, n_{2}}(z):=\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma\left(j n_{1}+n_{2}\right)}
$$

whenever the series converges is called the two-parameter Mittag-Leffler function with parameters $n_{1}$ and $n_{2}$.

Remark 4.1. It is evident that the one-parameter Mittag-Leffler functions may be defined in terms of their two-parameter counterparts via the relation $E_{n}(z)=E_{n, 1}(z)$.

The naming of the latter functions after Mittag-Leffler is due to the fact that they are a very simple and obvious generalization of the functions originally introduced
by him and recalled here in Definition 4.1. For the sake of historical correctness one should however mention that the two-parameter functions were actually first discussed by Wiman [191] shortly after the publication of Mittag-Leffler's original work.

Remark 4.2. Most of the results for the one-parameter Mittag-Leffler function given below will remain valid if the restriction $n>0$ is replaced by $n \in \mathbb{C}$ with $\operatorname{Re} n>0$. Similarly, the conditions $n_{1}, n_{2}>0$ for the two-parameter Mittag-Leffler function may be relaxed to $n_{1}, n_{2} \in \mathbb{C}$ with $\operatorname{Re} n_{1}>0$ and $\operatorname{Re} n_{2}>0$. For our purposes however it will be sufficient to work with real parameters.

First of all, we need to discuss the radius of convergence of the power series given above, i.e. the domains of definition of the Mittag-Leffler functions. It turns out that we can give a full result for the two-parameter version. In view of Remark 4.1 this then of course holds a forteriori for the one-parameter Mittag-Leffler functions too.

Theorem 4.1. Consider the two-parameter Mittag-Leffler function $E_{n_{1}, n_{2}}$ for some $n_{1}, n_{2}>0$. The power series defining $E_{n_{1}, n_{2}}(z)$ is convergent for all $z \in \mathbb{C}$. In other words, $E_{n_{1}, n_{2}}$ is an entire function.

Proof. By definition, the two-parameter Mittag-Leffler function has the power series representation

$$
\sum_{j=0}^{\infty} a_{j} z^{j} \quad \text { with } \quad a_{j}=\frac{1}{\Gamma\left(j n_{1}+n_{2}\right)}
$$

In view of Stirling's formula (see Theorem D.5) we find that

$$
a_{j}^{1 / j}=\left(\frac{\mathrm{e}}{j n_{1}+n_{2}}\right)^{n_{1}+n_{2} / j}\left(2 \pi\left(j n_{1}+n_{2}\right)\right)^{-1 /(2 j)}(1+o(1)) \rightarrow 0
$$

as $j \rightarrow \infty$ since $n_{1}>0$. Thus, by the root criterion, the radius of convergence of the power series is infinite.

Remark 4.3. It is possible to investigate the Mittag-Leffler function $E_{n_{1}, n_{2}}$ also for $n_{1}=0$. In this case, the power series has a finite convergence radius. If, for example, $n_{2}=1$ then the convergence radius is 1 . Indeed a close inspection of the power series representation yields

$$
E_{0,1}(z)=\sum_{j=0}^{\infty} \frac{1}{\Gamma(1)} z^{j}=\sum_{j=0}^{\infty} z^{j}=\frac{1}{1-z}
$$

However, in the context of fractional differential equations, the Mittag-Leffler functions $E_{0, n_{2}}$ are not very important, and so we shall not discuss them any further.

Remark 4.4. The so-called multi-index Mittag-Leffler functions

$$
E_{\left(n_{11}, n_{12}, \ldots, n_{1 k}\right),\left(n_{21}, n_{22}, \ldots, n_{2 k}\right)}(z):=\sum_{j=0}^{\infty} z^{j} \prod_{\mu=1}^{k} \frac{1}{\Gamma\left(j n_{1 \mu}+n_{2 \mu}\right)}
$$

form an even more general class of functions. It turns out that methods using concepts from fractional calculus can be conveniently used to analyze these functions. However, since these functions do not play a significant role in the context of this book, we shall not go into detail with respect to these functions here and only refer to the survey article [103] and the references cited therein.

Example 4.1. For some special choices of the parameters $n_{1}$ and $n_{2}$, we can recover certain well known functions:
(a) For $x \in \mathbb{C}, E_{2}\left(-x^{2}\right)=E_{2,1}\left(-x^{2}\right)=\cos x$.
(b) For $x \in \mathbb{C}, E_{2}\left(x^{2}\right)=E_{2,1}\left(x^{2}\right)=\cosh x$.
(c) For $x>0, E_{1 / 2}\left(x^{1 / 2}\right)=E_{1 / 2,1}\left(x^{1 / 2}\right)=(1+\operatorname{erf}(x)) \exp \left(x^{2}\right)$. (This relation can be extended to $x \in \mathbb{C}$ if $x^{1 / 2}$ is interpreted as the principal branch of the complex square root function.)
(d) For $x \in \mathbb{C}$ and $r \in \mathbb{N}$,

$$
E_{1, r}(x)=\frac{1}{x^{r-1}}\left(\exp (x)-\sum_{k=0}^{r-2} \frac{x^{k}}{k!}\right)
$$

(In the case $x=0$, appropriate limits need to be taken on the right-hand side.)
In (c), erf denotes the error function defined by

$$
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-t^{2}\right) \mathrm{d} t
$$

We leave the proof of these identities as an exercise for the reader.
One last property of Mittag-Leffler functions that we mention before building the bridge to fractional calculus is a relation between two Mittag-Leffler functions with different parameters.

Theorem 4.2. Let $n_{1}, n_{2}>0$ and $x \in \mathbb{C}$. Then,

$$
E_{n_{1}, n_{2}}(x)=x E_{n_{1}, n_{1}+n_{2}}(x)+\frac{1}{\Gamma\left(n_{2}\right)} .
$$

Proof. This can be shown by explicitly writing down the power series on either side of the claimed identity and by comparing the coefficients. We omit the details.

The key result that indicates why Mittag-Leffler functions (in particular those with one parameter) are so important in fractional calculus is the following theorem.

It essentially states that the eigenfunctions of Caputo differential operators may be expressed in terms of Mittag-Leffler functions.

Theorem 4.3. Let $n>0$ and $\lambda \in \mathbb{R}$. Moreover define

$$
y(x):=E_{n}\left(\lambda x^{n}\right), \quad x \geq 0
$$

Then,

$$
D_{* 0}^{n} y(x)=\lambda y(x)
$$

Proof. We first look at the case $\lambda=0$ and note that in this case $y(x)=E_{n}(0)=1$. Hence, $D_{* 0}^{n} y(x)=0=\lambda y(x)$ as required. If, on the other hand, $\lambda \neq 0$, then (using the notation $\left.p_{k}(x):=x^{k}\right)$

$$
\begin{aligned}
D_{* 0}^{n} y(x) & =D_{* 0}^{n}\left[\sum_{j=0}^{\infty} \frac{\left(\lambda p_{n}\right)^{j}}{\Gamma(1+j n)}\right](x)=J_{0}^{m-n} D^{m}\left[\sum_{j=0}^{\infty} \frac{\lambda^{j} p_{n j}}{\Gamma(1+j n)}\right](x) \\
& =J_{0}^{m-n}\left[\sum_{j=0}^{\infty} \frac{\lambda^{j} D^{m} p_{n j}}{\Gamma(1+j n)}\right](x)=J_{0}^{m-n}\left[\sum_{j=1}^{\infty} \frac{\lambda^{j} D^{m} p_{n j}}{\Gamma(1+j n)}\right](x) \\
& =J_{0}^{m-n}\left[\sum_{j=1}^{\infty} \frac{\lambda^{j} p_{n j-m}}{\Gamma(1+j n-m)}\right](x)=\sum_{j=1}^{\infty} \frac{\lambda^{j} J_{0}^{m-n} p_{n j-m}(x)}{\Gamma(1+j n-m)} \\
& =\sum_{j=1}^{\infty} \frac{\lambda^{j} p_{n j-n}(x)}{\Gamma(1+j n-n)}=\sum_{j=1}^{\infty} \frac{\lambda^{j} x^{n j-n}}{\Gamma(1+j n-n)} \\
& =\sum_{j=0}^{\infty} \frac{\lambda^{j+1} x^{n j}}{\Gamma(1+j n)}=\lambda \sum_{j=0}^{\infty} \frac{\left(\lambda x^{n}\right)^{j}}{\Gamma(1+j n)}=\lambda y(x) .
\end{aligned}
$$

Here we have used the fact that, in view of the convergence properties of the series defining the Mittag-Leffler function, we may interchange first summation and differentiation and later summation and integration.

Remark 4.5. It is evident from (4.1) that the Mittag-Leffler function $E_{1}$ satisfies the functional equation

$$
\begin{equation*}
E_{1}(x-y)=\frac{E_{1}(x)}{E_{1}(y)} \tag{4.2}
\end{equation*}
$$

A generalization of this result to Mittag-Leffler functions $E_{n}$ with $n \notin \mathbb{N}$ is not known and probably such a relation does not exist. The functional equation (4.2) plays a very important role in the analysis of first-order differential equations (in particular in the theory of linear equations) because it allows to write a convolution kernel that arises, e.g., in the variation-of-constants approach, in the form of a product of a fundamental solution at one point and the inverse of the fundamental solution at some other point. The fact that a fractional generalization of this feature is not available is a major obstacle in the development of a comprehensive theory for linear fractional differential equations.

It is frequently of interest to have some knowledge about the asymptotic behaviour of these functions. In this context we recall the following result on the one-parameter Mittag-Leffler functions that will be seen to be important later on in Chap. 6.

Theorem 4.4. Let $n>0$. The Mittag-Leffler function $E_{n}$ behaves as follows:
(a) $E_{n}\left(r \mathrm{e}^{\mathrm{i} \phi}\right) \rightarrow 0$ for $r \rightarrow \infty$ if $|\phi|>n \pi / 2$,
(b) $E_{n}\left(r \mathrm{e}^{\mathrm{i} \phi}\right)$ remains bounded for $r \rightarrow \infty$ if $|\phi|=n \pi / 2$,
(c) $\left|E_{n}\left(r \mathrm{e}^{\mathrm{i} \phi}\right)\right| \rightarrow \infty$ for $r \rightarrow \infty$ if $|\phi|<n \pi / 2$.

Obviously, in the classical case $n=1$ this reduces to the well known fact that, as $|z| \rightarrow \infty, \exp (z)$ (a) goes to zero if $\arg z>\pi / 2$, (b) remains bounded if $\arg z=\pi / 2$ and (c) grows without bound if $\arg z<\pi / 2$.

Proof. We shall outline the proof given by Wiman [191].
In the first step let us consider the case that $n=1 / k$ with some $k \in \mathbb{N}$. In this case we can see that $E_{n}=E_{1 / k}$ satisfies the first-order linear differential equation

$$
E_{1 / k}^{\prime}(x)=k x^{k-1} E_{1 / k}(x)+k \sum_{\mu=1}^{k-1} \frac{x^{\mu-1}}{\Gamma(\mu / k)} .
$$

This can be shown easily using the power series representation of $E_{1 / k}$. Since we also know that $E_{1 / k}$ satisfies the initial condition $E_{1 / k}(0)=1$ that corresponds to this differential equation, we can use the standard methods for the solution of such differential equations and find the representation

$$
E_{1 / k}(x)=\exp \left(x^{k}\right)+\exp \left(x^{k}\right) \int_{0}^{x} k \exp \left(-z^{k}\right) \sum_{\mu=1}^{k-1} \frac{z^{\mu-1}}{\Gamma(\mu / k)} \mathrm{d} z .
$$

For each of the $k$ summands on the right-hand side of this equation one can then set up asymptotic expressions that allow to conclude the desired result.

If now $n$ is a positive rational number, say $n=\ell / k$ with relatively prime $\ell$ and $k$, then we can invoke the identity

$$
\begin{equation*}
E_{\ell / k}(x)=\frac{1}{\ell} \sum_{\mu=0}^{\ell-1} E_{1 / k}\left(x^{1 / \ell} \exp \frac{2 \mu \pi \mathrm{i}}{\ell}\right) \tag{4.3}
\end{equation*}
$$

which, using the result for $E_{1 / k}$ that we have already shown, implies the claim also for $n=\ell / k$.

Finally, for irrational values of $n$ we may choose a sequence $\left(n_{j}\right)_{j=0}^{\infty}$ of rational numbers that converges to $n$. For each of the $E_{n_{j}}$ the result is already in place, and by taking appropriate limits we then derive the result also for $E_{n}$.

In the final results for this short chapter, we shall describe the interconnection between a one-parameter Mittag-Leffler function and the Laplace transform operation
and an important consequence of this theorem. Further information on the Laplace transform is given in Appendix D.3; at this point we only note that it is a very useful tool for the solution of certain classes of fractional differential equations. We shall deal with such an approach in Sect. 7.1.

Theorem 4.5. Let $n>0$ and $\lambda \in \mathbb{C}$ and define $y(x):=E_{n}\left(-\lambda x^{n}\right)$. Then, the Laplace transform of y is given by

$$
\begin{equation*}
\mathscr{L} y(s)=\frac{s^{n-1}}{s^{n}+\lambda} \tag{4.4}
\end{equation*}
$$

Proof. This can be shown by explicitly writing down the series expansion of $y(x)$ in powers of $x^{n}$ and applying the Laplace transform in a termwise manner. We leave the details to the reader.

In conjunction with the Final Value Theorem for the Laplace transform (Theorem D.13) we obtain a statement on the asymptotic behaviour of the function $y$ mentioned in Theorem 4.5 as its argument tends to infinity:

Theorem 4.6. Let $n>0, r>0, \varphi \in[-\pi, \pi]$ and $\lambda=r \exp (\mathrm{i} \varphi)$. Denote $y(x):=$ $E_{n}\left(-\lambda x^{n}\right)$. Then,
(a) $\lim _{x \rightarrow \infty} y(x)=0$ if $|\varphi|<n \pi / 2$,
(b) $y(x)$ is unbounded as $x \rightarrow \infty$ if $|\varphi|>n \pi / 2$.

Proof. This is an immediate consequence of Theorem 4.5, Theorem D. 13 and Remark D.1. Alternatively, we may also deduce this result from Theorem 4.4.

It is worth pointing out that the numerical evaluation of the Mittag-Leffler function $E_{n_{1}, n_{2}}(x)$ may, depending on the precise values of the parameters $n_{1}$ and $n_{2}$ and the argument $x$, be an extremely difficult task. A useful algorithm for the solution of this problem has been provided by Gorenflo et al. [79]. More recently, an alternative numerical method has been developed by Seybold and Hilfer [175].

We will frequently use Mittag-Leffler functions in the following chapters. For additional general results on Mittag-Leffler functions we refer to [63, Chap. 18], [81, Appendix A], [131, §2] and the detailed survey paper [90]; further information describing their connection to fractional calculus is given in [80, 127]. Some more results about the long-term behaviour of certain special Mittag-Leffler functions and about the number of their zeros will also be given later in this book; see Theorems 7.3-7.8.

## Exercises

Exercise 4.1. Give an explicit proof of the identities mentioned in Example 4.1.
Exercise 4.2. Give an explicit proof of Theorem 4.2.

Exercise 4.3. Fill in the details of the proof of Theorem 4.4. In particular, prove the identity (4.3).

Exercise 4.4. Give an explicit proof of Theorem 4.5.

Part II
Theory of Fractional Differential Equations

## Chapter 5 <br> Existence and Uniqueness Results for Riemann-Liouville Fractional Differential Equations

In this part of the text we now discuss the classical questions concerning ordinary differential equations involving fractional derivatives, i.e. the questions of existence and uniqueness of solutions. We shall mainly be interested in initial value problems (Cauchy problems), and in particular in global results. For a discussion of other types of conditions we refer to Samko, Kilbas and Marichev [167, §42.3], Kilbas and Trujillo [102] or Agarwal, Benchohra and Hamani [4]. Additional aspects of the problems to be treated here may also be found in [101] and [167, §42.4]. Some local results are derived in [87] and [138]. Other useful references are [135] and [153]. The present chapter will be focused on equations with Riemann-Liouville differential operators; Caputo derivatives are the topic of the following chapters.

The fundamental result is an existence and uniqueness theorem. Without loss of generality, we assume in this result and in the ensuing developments that the fractional derivatives are developed at the point 0 .
Theorem 5.1. Let $n>0, n \notin \mathbb{N}$ and $m=\lceil n\rceil$. Moreover let $K>0, h^{*}>0$, and $b_{1}, \ldots, b_{m} \in \mathbb{R}$. Define

$$
\begin{aligned}
& G:=\left\{(x, y) \in \mathbb{R}^{2}: 0 \leq x \leq h^{*}, y \in \mathbb{R} \text { for } x=0\right. \text { and } \\
& \left.\qquad\left|x^{m-n} y-\sum_{k=1}^{m} b_{k} x^{m-k} / \Gamma(n-k+1)\right|<K \text { else }\right\},
\end{aligned}
$$

and assume that the function $f: G \rightarrow \mathbb{R}$ is continuous and bounded in $G$ and that it fulfils a Lipschitz condition with respect to the second variable, i.e. there exists a constant $L>0$ such that, for all $\left(x, y_{1}\right)$ and $\left(x, y_{2}\right) \in G$, we have

$$
\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right|<L\left|y_{1}-y_{2}\right| .
$$

Then the differential equation

$$
D_{0}^{n} y(x)=f(x, y(x))
$$

equipped with the initial conditions

$$
D_{0}^{n-k} y(0)=b_{k} \quad(k=1,2, \ldots, m-1), \quad \lim _{z \rightarrow 0+} J_{0}^{m-n} y(z)=b_{m}
$$

has a uniquely defined continuous solution $y \in C(0, h]$ where

$$
h:=\min \left\{h^{*}, \tilde{h},\left(\frac{\Gamma(n+1) K}{M}\right)^{1 / m}\right\}
$$

with $M:=\sup _{(x, z) \in G}|f(x, z)|$ and $\tilde{h}$ being an arbitrary positive number satisfying the constraint

$$
\tilde{h}<\left(\frac{\Gamma(2 n-m+1)}{\Gamma(n-m+1) L}\right)^{1 / n} .
$$

The result is very similar to the known classical results for first-order equations. Therefore it is probably not surprising to find that the proof is analogous as well. Specifically we shall first transform the initial value problem into an equivalent Volterra integral equation (Lemma 5.2), and then we are going to prove the existence and uniqueness of the solution of this integral equation by a Picard-type iteration process (i.e. by using a variant of Banach's fixed point theorem in a suitably chosen complete metric space), cf. Lemma 5.3. Theorem 5.1 is thus an immediate consequence of these two lemmas.

Lemma 5.2. Assume the hypotheses of Theorem 5.1 and let $h>0$. The function $y \in C(0, h]$ is a solution of the differential equation

$$
D_{0}^{n} y(x)=f(x, y(x)),
$$

equipped with the initial conditions

$$
D_{0}^{n-k} y(0)=b_{k} \quad(k=1,2, \ldots, m-1), \quad \lim _{z \rightarrow 0+} J_{0}^{m-n} y(z)=b_{m}
$$

if and only if it is a solution of the Volterra integral equation

$$
y(x)=\sum_{k=1}^{m} \frac{b_{k} x^{n-k}}{\Gamma(n-k+1)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t .
$$

Remark 5.1. A look at the integral equation reveals why we have only assumed $y$ to be continuous on the half-open interval $(0, h]$ and not on the closed interval $[0, h]$ as we could have done for equations of integer order: If $y$ were continuous throughout $[0, h]$ then the left-hand side of the integral equation would be continuous in this interval, and so would be the integral on the right-hand side (because of the continuity of $f$ ). Therefore the sum must be continuous on $[0, h]$ too. In view of the definition of $m$, we easily see that the summands are indeed continuous on $[0, h]$ for $k=1,2, \ldots, m-1$, but the remaining one $(k=m)$ is unbounded as $x \rightarrow 0$ because $m>n$ if $n \notin \mathbb{N}$, unless $b_{m}=0$.

Proof. Assume first that $y$ is a solution of the integral equation. We can rewrite this equation in the shorter form

$$
y(x)=\sum_{k=1}^{m} \frac{b_{k} x^{n-k}}{\Gamma(n-k+1)}+J_{0}^{n} f(\cdot, y(\cdot))(x) .
$$

Now we apply the differential operator $D_{0}^{n}$ to both sides of this relation and immediately obtain, in view of Example 2.4 and Theorem 2.14, that $y$ also solves the differential equation. With respect to the initial conditions, we look at the case $1 \leq k \leq m-1$ first and find, by an application of $D_{0}^{n-k}$ to the Volterra equation, that

$$
D_{0}^{n-k} y(x)=\sum_{j=1}^{m} \frac{b_{j} D_{0}^{n-k}(\cdot)^{n-j}(x)}{\Gamma(n-j+1)}+D_{0}^{n-k} J_{0}^{n-k} J_{0}^{k} f(\cdot, y(\cdot))(x)
$$

in view of the semigroup property of fractional integration. By Example 2.4 we find that the summands vanish identically for $j>k$. Moreover, by the same example, the summands for $j<k$ vanish if $x=0$. Thus, according to Theorem 2.14,

$$
D_{0}^{n-k} y(0)=\frac{b_{k} D_{0}^{n-k}(\cdot)^{n-k}(0)}{\Gamma(n-k+1)}+J_{0}^{k} f(\cdot, y(\cdot))(0) .
$$

Since $k \geq 1$, the integral vanishes, and once again applying Example 2.4 we find that $D_{0}^{n-\bar{k}}(\cdot)^{n-k}(x)=\Gamma(n-k+1)$. Thus $D_{0}^{n-k} y(0)=b_{k}$ as required by the initial condition. Finally for $k=m$ we apply the operator $J_{0}^{m-n}$ to both sides of the integral equation and find that, in the limit $z \rightarrow 0$, all the summands of the sum vanish except for the $m$ th. The integral $J_{0}^{m-n} J_{0}^{n} f(\cdot, y(\cdot))(z)=J_{0}^{m} f(\cdot, y(\cdot))(z)$ also vanishes as $z \rightarrow 0$. Thus we find

$$
\lim _{z \rightarrow 0+} J_{0}^{m-n} y(z)=\lim _{z \rightarrow 0+} J_{0}^{m-n} \frac{b_{m} J_{0}^{m-n}(\cdot)^{n-m}(z)}{\Gamma(n-m+1)}=b_{m}
$$

because of Example 2.1. Hence $y$ solves the given initial value problem.
If $y$ is a continuous solution of the initial value problem then we define $z(x):=$ $f(x, y(x))$. By assumption, $z$ is a continuous function and $z(x)=f(x, y(x))=$ $D_{0}^{n} y(x)=D^{m} J_{0}^{m-n} y(x)$. Thus, $D^{m} J_{0}^{m-n} y$ is continuous too, i.e. $J_{0}^{m-n} y \in C^{m}(0, h]$. We may therefore apply Theorem 2.23 to derive

$$
y(x)=J_{0}^{n} D_{0}^{n} y(x)+\sum_{k=1}^{m} c_{k} x^{n-k}=J_{0}^{n} f(\cdot, y(\cdot))(x)+\sum_{k=1}^{m} c_{k} x^{n-k}
$$

with certain constants $c_{1}, \ldots, c_{m}$. Introducing the initial conditions as indicated above, we can determine these constants $c_{k}$ as $c_{k}=b_{k} / \Gamma(n-k+1)$.

## Lemma 5.3. Under the assumptions of Theorem 5.1, the Volterra equation

$$
y(x)=\sum_{k=1}^{m} \frac{b_{k} x^{n-k}}{\Gamma(n-k+1)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

possesses a uniquely determined solution $y \in C(0, h]$.
Proof. We define the set

$$
B:=\left\{y \in C(0, h]: \sup _{0<x \leq h}\left|x^{m-n} y(x)-\sum_{k=1}^{m} \frac{b_{k} x^{m-k}}{\Gamma(n-k+1)}\right| \leq K\right\}
$$

and on this set we define the operator $A$ by

$$
A y(x):=\sum_{k=1}^{m} \frac{b_{k} x^{n-k}}{\Gamma(n-k+1)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t .
$$

Then we note that, for $y \in B, A y$ is also a continuous function on $(0, h]$. Moreover,

$$
\begin{aligned}
\left|x^{m-n} A y(x)-\sum_{k=1}^{m} \frac{b_{k} x^{m-k}}{\Gamma(n-k+1)}\right| & =\left|\frac{x^{m-n}}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t\right| \\
& \leq \frac{x^{m-n}}{\Gamma(n)} M \int_{0}^{x}(x-t)^{n-1} \mathrm{~d} t \\
& \leq \frac{x^{m-n}}{\Gamma(n)} M \frac{x^{n}}{n}=\frac{x^{m} M}{\Gamma(n+1)} \leq K
\end{aligned}
$$

for $x \in(0, h]$, where the last inequality follows from the definition of $h$. This shows that $A y \in B$ if $y \in B$, i.e. the operator $A$ maps the set $B$ into itself.

Next we introduce a new set

$$
\widehat{B}:=\left\{y \in C(0, h]: \sup _{0<x \leq h}\left|x^{m-n} y(x)\right|<\infty\right\}
$$

and on this set we define a norm $\|\cdot\|_{\widehat{B}}$ by

$$
\|y\|_{\widehat{B}}:=\sup _{0<x \leq h}\left|x^{m-n} y(x)\right| .
$$

It is easily seen that $\widehat{B}$, equipped with this norm, is a normed linear space, and that $B$ is a complete subset of this space.

We use the definition of $A$ to rewrite the Volterra equation more compactly as

$$
y=A y .
$$

Hence, in order to prove the desired result, it is sufficient to show that the operator $A$ has a unique fixed point. For this purpose, we shall employ Weissinger's fixed point theorem (Theorem D.7). In this context we prove, for $y, \tilde{y} \in B$,

$$
\begin{equation*}
\left\|A^{j} y-A^{j} \tilde{y}\right\|_{\widehat{B}} \leq\left(\frac{L h^{n} \Gamma(n-m+1)}{\Gamma(2 n-m+1)}\right)^{j}\|y-\tilde{y}\|_{\widehat{B}} \tag{5.1}
\end{equation*}
$$

This can be shown by induction: In the case $j=0$, the statement is trivially true. For the induction step $j-1 \mapsto j$, we proceed as follows. We write

$$
\begin{aligned}
\left\|A^{j} y-A^{j} \tilde{y}\right\|_{\widehat{B}} & =\sup _{0<x \leq h}\left|x^{m-n}\left(A^{j} y(x)-A^{j} \tilde{y}(x)\right)\right| \\
& =\sup _{0<x \leq h}\left|x^{m-n}\left(A A^{j-1} y(x)-A A^{j-1} \tilde{y}(x)\right)\right| \\
& =\sup _{0<x \leq h} \frac{x^{m-n}}{\Gamma(n)}\left|\int_{0}^{x}(x-t)^{n-1}\left[f\left(t, A^{j-1} y(t)\right)-f\left(t, A^{j-1} \tilde{y}(t)\right)\right] \mathrm{d} t\right| \\
& \leq \sup _{0<x \leq h} \frac{x^{m-n}}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}\left|f\left(t, A^{j-1} y(t)\right)-f\left(t, A^{j-1} \tilde{y}(t)\right)\right| \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)} \sup _{0<x \leq h} x^{m-n} \int_{0}^{x}(x-t)^{n-1}\left|A^{j-1} y(t)-A^{j-1} \tilde{y}(t)\right| \mathrm{d} t
\end{aligned}
$$

by definition of the operator $A$ and the Lipschitz condition on $f$. In the next step we estimate further to find

$$
\begin{aligned}
\left\|A^{j} y-A^{j} \tilde{y}\right\|_{\widehat{B}} & \leq \frac{L}{\Gamma(n)} \sup _{0<x \leq h} x^{m-n} \int_{0}^{x}(x-t)^{n-1}\left|A^{j-1} y(t)-A^{j-1} \tilde{y}(t)\right| \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)} \sup _{0<x \leq h} x^{m-n} \int_{0}^{x}(x-t)^{n-1} t^{n-m} t^{m-n}\left|A^{j-1} y(t)-A^{j-1} \tilde{y}(t)\right| \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)}\left\|A^{j-1} y-A^{j-1} \tilde{y}\right\|_{\widehat{B}} \sup _{0<x \leq h} x^{m-n} \int_{0}^{x}(x-t)^{n-1} t^{n-m} \mathrm{~d} t \\
& =\frac{L}{\Gamma(n)}\left\|A^{j-1} y-A^{j-1} \tilde{y}\right\|_{\widehat{B}} \sup _{0<x \leq h} \frac{\Gamma(n) \Gamma(n-m+1)}{\Gamma(2 n-m+1)} x^{n} \\
& =\frac{L h^{n} \Gamma(n-m+1)}{\Gamma(2 n-m+1)}\left\|A^{j-1} y-A^{j-1} \tilde{y}\right\|_{\widehat{B}} .
\end{aligned}
$$

Now we use the induction hypothesis, proving (5.1). Therefore we may apply Theorem D. 7 with $\alpha_{j}=\gamma^{j}$ where $\gamma=\left(\operatorname{Lh}^{n} \Gamma(n-m+1) / \Gamma(2 n-m+1)\right)$. It remains to prove that the series $\sum_{j=0}^{\infty} \alpha_{j}$ is convergent. This, however, is trivial in view of the fact that $h \leq \tilde{h}$ and the definition of $\tilde{h}$ that implies $\gamma<1$. Thus an application of the fixed point theorem yields the existence and the uniqueness of the solution of our integral equation.

Remark 5.2. The proof of Lemma 5.3 also gives us, at least in theory, a constructive method to find the solution of the initial value problem by means of the calculation
of the sequence $\left(A^{j} y_{0}\right)_{j=0}^{\infty}$, where $y_{0}$ in an arbitrary element of $B$. The limit of this sequence is the desired solution. Typically one chooses

$$
y_{0}(x)=\sum_{k=1}^{m} \frac{b_{k} x^{n-k}}{\Gamma(n-k+1)} .
$$

In this case we call the sequence $\left(A^{j} y_{0}\right)_{j=1}^{\infty}$ the Picard iteration sequence corresponding to the given initial value problem.
Remark 5.3. Theorem 5.1 can be interpreted as an analogue of the Picard-Lindelöf theorem for first-order differential equations. We may ask ourselves whether the conditions are too sharp in the fractional setting. It turns out that it is possible to prove a weaker result under weaker assumptions: If we drop the Lipschitz condition on $f$, the existence of the solution can still be shown. This corresponds to Peano's existence theorem in the classical theory. The proof is essentially similar, just replacing Weissinger's theorem by Schauder's fixed point theorem. For the corresponding problem involving Caputo operators instead of Riemann-Liouville derivatives, we shall investigate this explicitly in Sect. 6.1.

For a further illustration of this remark, we discuss a very simple example of a fractional differential equation with a right-hand side that does not fulfil a Lipschitz condition.

Example 5.1. Consider the differential equation

$$
D_{0}^{n} y(x)=[y(x)]^{\mu}
$$

where $0<\mu<1$. In this case the right-hand side of the equation in continuous but the Lipschitz condition is violated. If we select the initial condition corresponding to this differential equation as

$$
\lim _{z \rightarrow 0+} J_{0}^{1-n} y(z)=0 \text { and } D_{0}^{n-k} y(0)=0 \quad(k=1,2, \ldots,\lceil n\rceil-1)
$$

we easily see that one solution is $y \equiv 0$. However, an explicit calculation reveals that the function $y$ given by

$$
y(x)=\sqrt[\mu-1]{\frac{\Gamma(j+1)}{\Gamma(j+1-n)}} x^{j}
$$

with $j=n /(1-\mu)$ also solves the initial value problem. Thus, we indeed see that, in general, the uniqueness of the solution cannot be expected without the Lipschitz condition.

## Exercises

Exercise 5.1. Show that the set $\widehat{B}$ given in the proof of Lemma 5.3, equipped with the norm indicated there, is a normed linear space, and that $B$ is a complete subset of $\widehat{B}$.

Exercise 5.2. Complete the details of the proof of the existence theorem mentioned in Remark 5.3.
Hint: Follow the structure of the proof of Theorem 6.1.
Exercise 5.3. Consider the fractional differential equation

$$
D_{0}^{1 / 3} y(x)=x^{2}+x y(x)
$$

with initial condition $\lim _{z \rightarrow 0+} J_{0}^{2 / 3} y(z)=-1$. For this initial value problem, construct the operator $A$ from the proof of Lemma 5.3 and determine the first five elements of the corresponding Picard iteration sequence.

Exercise 5.4. Consider the fractional differential equation

$$
D_{0}^{3 / 2} y(x)=x+(x y(x))^{2}
$$

with initial conditions $\lim _{z \rightarrow 0+} J_{0}^{1 / 2} y(z)=3$ and $D_{0}^{1 / 2} y(0)=1$. For this initial value problem, construct the operator $A$ from the proof of Lemma 5.3 and determine the first three elements of the corresponding Picard iteration sequence.

# Chapter 6 <br> Single-Term Caputo Fractional Differential Equations: Basic Theory and Fundamental Results 

Having established the fundamentals of a theory for fractional differential equations with Riemann-Liouville derivatives, we now come to the corresponding problem for Caputo operators. In view of the fact that the latter seem to be much more important than the former as far as applications outside of mathematics are concerned, we shall discuss this problem in a more detailed fashion. The main emphasis will be on initial value problems. In particular, the first two sections of this chapter will be devoted to existence and uniqueness questions, respectively, for a most general class of equations whereas in the third section we shall deal with structural stability of the solutions: How do they depend on the given data? The smoothness properties of the solutions will then be discussed in Sect. 6.4. Finally, in Sect. 6.5, we will leave the area of initial value problems and provide some fundamental results about boundary value problems.

The results of this chapter will be used in Chap. 7 to thoroughly establish more specific theorems describing the properties of certain practically very important special cases. Later, in Chap. 8, the considerations will be extended to a more general class of equations, namely equations containing more than one differential operator. Corresponding results for Riemann-Liouville equations are available, e.g., in the publications mentioned at the beginning of Chap. 5.

### 6.1 Existence of Solutions

We begin once again with equations of the form

$$
\begin{equation*}
D_{* 0}^{n} y(x)=f(x, y(x)), \tag{6.1a}
\end{equation*}
$$

combined with appropriate initial conditions. As indicated in Chap. 3 these conditions have the form

$$
\begin{equation*}
D^{k} y(0)=y_{0}^{(k)}, \quad k=0,1, \ldots, m-1, \tag{6.1b}
\end{equation*}
$$

where as usual we have set $m=\lceil n\rceil$. In Chap. 8, a more general problem will be considered. The results presented in this section and in the first part of Sect. 6.2 are mainly slightly modified versions of the findings of Diethelm and Ford [43].

The first result is an existence result that corresponds to the classical Peano existence theorem for first order equations.

Theorem 6.1. Let $0<n$ and $m=\lceil n\rceil$. Moreover let $y_{0}^{(0)}, \ldots, y_{0}^{(m-1)} \in \mathbb{R}, K>0$ and $h^{*}>0$. Define $G:=\left\{(x, y): x \in\left[0, h^{*}\right],\left|y-\sum_{k=0}^{m-1} x^{k} y_{0}^{(k)} / k!\right| \leq K\right\}$, and let the function $f: G \rightarrow \mathbb{R}$ be continuous. Furthermore, define $M:=\sup _{(x, z) \in G}|f(x, z)|$ and

$$
h:= \begin{cases}h^{*} & \text { if } M=0, \\ \min \left\{h^{*},(K \Gamma(n+1) / M)^{1 / n}\right\} & \text { else } .\end{cases}
$$

Then, there exists a function $y \in C[0, h]$ solving the initial value problem (6.1).
Remark 6.1. For the sake of simplicity of the presentation we only treat the scalar case explicitly here. However, all the results in this and the following chapter can be extended to vector-valued functions $y$ (i.e. systems of equations) without any problems.

Remark 6.2. In many applications in science and engineering, we have $0<n \leq 1$. In this case, the set $G$ defined in Theorem 6.1 is just the simple rectangle $G=$ $\left[0, h^{*}\right] \times\left[y_{0}^{(0)}-K, y_{0}^{(0)}+K\right]$.

For the proofs of most of the theorems in this and the next section, we will use the following lemma that adapts the statement of Lemma 5.2 to the present situation.

Lemma 6.2. Assume the hypotheses of Theorem 6.1. The function $y \in C[0, h]$ is a solution of the initial value problem (6.1) if and only if it is a solution of the nonlinear Volterra integral equation of the second kind

$$
\begin{equation*}
y(x)=\sum_{k=0}^{m-1} \frac{x^{k}}{k!} y_{0}^{(k)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.2}
\end{equation*}
$$

with $m=\lceil n\rceil$.
Before we come to the proof of this lemma, we would like to make some comments concerning its relation to the corresponding results for equations with Riemann-Liouville operators and equations of integer order, respectively.

Remark 6.3. Recalling Remark 5.1 and using Lemmas 5.2 and 6.2, we can compare the behaviour of the solutions of Caputo-type fractional differential equations with those of Riemann-Liouville type. Doing so we find that the continuity problem at the origin that we found for the Riemann-Liouville setting does not arise in the Caputo environment. Rather, it turns out that continuity of the function $f$ implies continuity of the solution $y$ throughout the closed interval $[0, h]$.

Remark 6.4. Let us look at (6.2) for some $n \in(0,1]$ and for two different values of $x$, say $x_{1}$ and $x_{2}$ with $x_{1}<x_{2}$, and subtract the second of these equations from the first. This yields

$$
\begin{align*}
y\left(x_{2}\right)-y\left(x_{1}\right)= & \frac{1}{\Gamma(n)} \int_{0}^{x_{2}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t \\
& -\frac{1}{\Gamma(n)} \int_{0}^{x_{1}}\left(x_{1}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t \\
= & \frac{1}{\Gamma(n)} \int_{0}^{x_{1}}\left[\left(x_{2}-t\right)^{n-1}-\left(x_{1}-t\right)^{n-1}\right] f(t, y(t)) \mathrm{d} t \\
& +\frac{1}{\Gamma(n)} \int_{x_{1}}^{x_{2}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t . \tag{6.3}
\end{align*}
$$

Now let us first consider the classical (non-fractional) case $n=1$. Here the term in brackets on the right-hand side of (6.3) is zero, and hence the entire first integral vanishes. This equation then implies the well known fact that, if we already know the solution $y\left(x_{1}\right)$ of our given initial value problem (6.1) at the point $x_{1}>0$, then we may compute the solution at the point $x_{2}>x_{1}$ exclusively on the basis of $y\left(x_{1}\right)$ and the function $f$. We do not need to use any information on $y(x)$ for $x \in\left[0, x_{1}\right)$. This observation, which is just another way of expressing the locality of the integer-order differential operator, is the basis of almost all classical methods for the numerical solution of first-order differential equations, and it is also of fundamental significance in the mathematical modelling of many systems in physics, engineering, and other sciences because it states that it is sufficient to observe the state of a first-order system at an arbitrary point in time to compute its behaviour in the future.

When we look at the fractional case $0<n<1$ however, the situation is fundamentally different. Here the first integral on the right-hand side of (6.3) does not vanish in general. Hence, whenever we want to compute the solution $y\left(x_{2}\right)$ at some point $x_{2}$ it is necessary to take into account the entire history of $y$ from the starting point 0 up to the point of interest $x_{2}$. This reflects the non-locality of the Caputo fractional differential operators that we had already observed in Remark 3.2. Obviously, this observation has a substantial influence on the construction of numerical methods for such equations, Moreover, for a fractional-order system modelling some real-world phenomena one may be drawn into the conclusion that here one would be forced to measure the state of the system at the initial point and would not be allowed to measure at an arbitrary point. This latter conclusion, however, is not correct as we shall see in Theorem 6.17.

It thus follows that integer-order equations are appropriate tools for the modelling of systems without memory whereas fractional-order equations are the method of choice for the description of systems with memory.

Of course, since we had noted that Riemann-Liouville derivatives are not local either, this remark applies to Riemann-Liouville fractional differential equations as well.

Remark 6.5. As stated in the previous remark, (6.3) has a major impact on the theoretical basis for numerical methods for fractional differential equations. The standard methods usually take this into account properly, but they often do not make use of the full power of this equation. Specifically, as noted by Deng [33], even though the term in brackets on the right-hand side of (6.3) is not zero, it will be quite small in magnitude in certain situations (e.g. if $x_{1}$ and $x_{2}$ are rather large compared to $x_{2}-x_{1}$, a situation that is quite common for numerical methods where $x_{2}-x_{1}$ may be a small step size). Thus one may be able to approximate the first integral on the right-hand side of (6.3) by a less accurate but cheap method, thus reducing the total complexity without significantly losing accuracy.

Proof (of Lemma 6.2). The proof that every continuous solution of the Volterra equation also solves the initial value problem is very close to the proof of the corresponding part of Lemma 5.2; we therefore leave the details to the reader.

For the other direction, we define $z(x):=f(x, y(x))$ and once again note that $z \in C[0, h]$ by our assumptions on $y$ and $f$. Then, using the definition of the Caputo differential operator, the differential equation can be rewritten as

$$
\begin{aligned}
z(x) & =f(x, y(x))=D_{* 0}^{n} y(x)=D_{0}^{n}\left(y-T_{m-1}[y ; 0]\right)(x) \\
& =D^{m} J_{0}^{m-n}\left(y-T_{m-1}[y ; 0]\right)(x) .
\end{aligned}
$$

Since we are dealing with continuous functions, we may apply the operator $J_{0}^{m}$ to both sides of the equation and find

$$
J_{0}^{m} z(x)=J_{0}^{m-n}\left(y-T_{m-1}[y ; 0]\right)(x)+q(x)
$$

with some polynomial $q$ of degree not exceeding $m-1$. Since $z$ is continuous, the function $J_{0}^{m} z$ on the left-hand side of this equation has a zero of order (at least) $m$ at the origin. Moreover, the difference $y-T_{m-1}[y ; 0]$ has the same property by construction, and therefore the function $J_{0}^{m-n}\left(y-T_{m-1}[y ; 0]\right)$ on the right-hand side of our equation must have such an $m$ th order zero too. Thus, the polynomial $q$ has the same property, and we immediately deduce (since its degree is not more than $m-1$ ) that $q=0$. Consequently,

$$
J_{0}^{m} z(x)=J_{0}^{m-n}\left(y-T_{m-1}[y ; 0]\right)(x),
$$

and by applying the Riemann-Liouville differential operator $D_{0}^{m-n}$ to this equation we find

$$
\begin{aligned}
y(x)-T_{m-1}[y ; 0](x) & =D_{0}^{m-n} J_{0}^{m} z(x)=D^{1} J_{0}^{1+n-m} J_{0}^{m} z(x)=D J_{0}^{1+n} z(x) \\
& =J_{0}^{n} z(x) .
\end{aligned}
$$

Recalling the definitions of $z$ and the Taylor polynomial $T_{m-1}[y ; 0]$, this is just the required Volterra equation.

Proof (of Theorem 6.1). If $M=0$ then $f(x, y)=0$ for all $(x, y) \in G$. In this case it is evident that the function $y:[0, h] \rightarrow \mathbb{R}$ with $y(x)=\sum_{k=0}^{m-1} y_{0}^{(k)} x^{k} / k$ ! is a solution of the initial value problem (6.1). Hence we conclude, as required, that a solution exists in this case.

Otherwise, we apply Lemma 6.2 and see that our initial value problem (6.1) is equivalent to the Volterra equation (6.2). We thus introduce the polynomial $T$ that satisfies the initial conditions, viz.

$$
\begin{equation*}
T(x):=\sum_{k=0}^{m-1} \frac{x^{k}}{k!} y_{0}^{(k)}, \tag{6.4}
\end{equation*}
$$

and the set $U:=\left\{y \in C[0, h]:\|y-T\|_{\infty} \leq K\right\}$. It is evident that $U$ is a closed and convex subset of the Banach space of all continuous functions on $[0, h]$, equipped with the Chebyshev norm. Hence, $U$ is a Banach space too. Since the polynomial $T$ is an element of $U$, we also see that $U$ is not empty. On this set $U$ we define the operator $A$ by

$$
\begin{equation*}
(A y)(x):=T(x)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.5}
\end{equation*}
$$

Using this operator, the equation whose solvability we need to prove, viz. the Volterra equation (6.2), can be rewritten as

$$
y=A y
$$

and thus, in order to prove our desired existence result, we have to show that $A$ has a fixed point. We therefore proceed by investigating the properties of the operator $A$ more closely.

Our first goal in this context is to show that $A y \in U$ for $y \in U$. To this end we begin by noting that, for $0 \leq x_{1} \leq x_{2} \leq h$,

$$
\begin{align*}
& \left|(A y)\left(x_{1}\right)-(A y)\left(x_{2}\right)\right| \\
& \quad=\frac{1}{\Gamma(n)}\left|\int_{0}^{x_{1}}\left(x_{1}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t-\int_{0}^{x_{2}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t\right| \\
& \quad=\frac{1}{\Gamma(n)}\left|\int_{0}^{x_{1}}\left(\left(x_{1}-t\right)^{n-1}-\left(x_{2}-t\right)^{n-1}\right) f(t, y(t)) \mathrm{d} t+\int_{x_{1}}^{x_{2}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t\right| \\
& \quad \leq \frac{M}{\Gamma(n)}\left(\int_{0}^{x_{1}}\left|\left(x_{1}-t\right)^{n-1}-\left(x_{2}-t\right)^{n-1}\right| \mathrm{d} t+\int_{x_{1}}^{x_{2}}\left(x_{2}-t\right)^{n-1} \mathrm{~d} t\right) \tag{6.6}
\end{align*}
$$

The second integral in the right-hand side of (6.6) has the value $\left(x_{2}-x_{1}\right)^{n} / n$. For the first integral, we look at the three cases $n=1, n<1$ and $n>1$ separately. In the first
case $n=1$, the integrand vanishes identically, and hence the integral has the value zero. Secondly, for $n<1$, we have $n-1<0$, and hence $\left(x_{1}-t\right)^{n-1} \geq\left(x_{2}-t\right)^{n-1}$. Thus,

$$
\begin{aligned}
\int_{0}^{x_{1}}\left|\left(x_{1}-t\right)^{n-1}-\left(x_{2}-t\right)^{n-1}\right| \mathrm{d} t & =\int_{0}^{x_{1}}\left(\left(x_{1}-t\right)^{n-1}-\left(x_{2}-t\right)^{n-1}\right) \mathrm{d} t \\
& =\frac{1}{n}\left(x_{1}^{n}-x_{2}^{n}+\left(x_{2}-x_{1}\right)^{n}\right) \leq \frac{1}{n}\left(x_{2}-x_{1}\right)^{n}
\end{aligned}
$$

Finally, if $n>1$ then $\left(x_{1}-t\right)^{n-1} \leq\left(x_{2}-t\right)^{n-1}$, and hence

$$
\begin{aligned}
\int_{0}^{x_{1}}\left|\left(x_{1}-t\right)^{n-1}-\left(x_{2}-t\right)^{n-1}\right| \mathrm{d} t & =\int_{0}^{x_{1}}\left(\left(x_{2}-t\right)^{n-1}-\left(x_{1}-t\right)^{n-1}\right) \mathrm{d} t \\
& =\frac{1}{n}\left(-x_{1}^{n}+x_{2}^{n}-\left(x_{2}-x_{1}\right)^{n}\right) \leq \frac{1}{n}\left(x_{2}^{n}-x_{1}^{n}\right) .
\end{aligned}
$$

A combination of these results yields

$$
\left|(A y)\left(x_{1}\right)-(A y)\left(x_{2}\right)\right| \leq \begin{cases}\frac{2 M}{\Gamma(n+1)}\left(x_{2}-x_{1}\right)^{n} & \text { if } n \leq 1  \tag{6.7}\\ \frac{M}{\Gamma(n+1)}\left(\left(x_{2}-x_{1}\right)^{n}+x_{2}^{n}-x_{1}^{n}\right) & \text { if } n>1\end{cases}
$$

In either case, the expression on the right-hand side of (6.7) converges to 0 as $x_{2} \rightarrow$ $x_{1}$ which proves that $A y$ is a continuous function. Moreover, for $y \in U$ and $x \in[0, h]$, we find

$$
\begin{aligned}
|(A y)(x)-T(x)| & =\frac{1}{\Gamma(n)}\left|\int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t\right| \leq \frac{1}{\Gamma(n+1)} M x^{n} \\
& \leq \frac{1}{\Gamma(n+1)} M h^{n} \leq \frac{1}{\Gamma(n+1)} M \frac{K \Gamma(n+1)}{M}=K .
\end{aligned}
$$

Thus, we have shown that $A y \in U$ if $y \in U$, i.e. $A$ maps the set $U$ to itself.
Since we want to apply Schauder's Fixed Point Theorem (Theorem D.9), all that remains now is to show that $A(U):=\{A u: u \in U\}$ is a relatively compact set. This can be done by means of the Arzelà-Ascoli Theorem (Theorem D.10). For $z \in A(U)$ we find that, for all $x \in[0, h]$,

$$
\begin{aligned}
|z(x)| & =|(A y)(x)| \leq\|T\|_{\infty}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|f(t, y(t))| \mathrm{d} t \\
& \leq\|T\|_{\infty}+\frac{1}{\Gamma(n+1)} M h^{n} \leq\|T\|_{\infty}+K
\end{aligned}
$$

which is the required boundedness property. Moreover, the equicontinuity property can be derived from (6.7) above. Specifically, for $0 \leq x_{1} \leq x_{2} \leq h$, we have found in the case $n \leq 1$ that

$$
\left|(A y)\left(x_{1}\right)-(A y)\left(x_{2}\right)\right| \leq \frac{2 M}{\Gamma(n+1)}\left(x_{2}-x_{1}\right)^{n}
$$

Thus, if $\left|x_{2}-x_{1}\right|<\delta$, then

$$
\left|(A y)\left(x_{1}\right)-(A y)\left(x_{2}\right)\right| \leq 2 \frac{M}{\Gamma(n+1)} \delta^{n}
$$

Noting that the expression on the right-hand side is independent of $y, x_{1}$ and $x_{2}$, we see that the set $A(U)$ is equicontinuous. Similarly, in the case $n>1$ we may use the Mean Value Theorem to conclude that

$$
\begin{aligned}
\left|(A y)\left(x_{1}\right)-(A y)\left(x_{2}\right)\right| & \leq \frac{M}{\Gamma(n+1)}\left(\left(x_{2}-x_{1}\right)^{n}+x_{2}^{n}-x_{1}^{n}\right) \\
& =\frac{M}{\Gamma(n+1)}\left(\left(x_{2}-x_{1}\right)^{n}+n\left(x_{2}-x_{1}\right) \xi^{n-1}\right) \\
& \leq \frac{M}{\Gamma(n+1)}\left(\left(x_{2}-x_{1}\right)^{n}+n\left(x_{2}-x_{1}\right) h^{n-1}\right)
\end{aligned}
$$

with some $\xi \in\left[x_{1}, x_{2}\right] \subseteq[0, h]$. Hence, if once again $\left|x_{2}-x_{1}\right|<\delta$, then

$$
\left|(A y)\left(x_{1}\right)-(A y)\left(x_{2}\right)\right| \leq \frac{M}{\Gamma(n+1)}\left(\delta^{n}+n \delta h^{n-1}\right)
$$

and the right-hand side is once more independent of $y, x_{1}$ and $x_{2}$, proving the equicontinuity. In either case the Arzelà-Ascoli Theorem yields that $A(U)$ is relatively compact, and hence Schauder's Fixed Point Theorem asserts that $A$ has a fixed point. By construction, a fixed point of $A$ is a solution of our initial value problem.

We note two important special cases of Theorem 6.1. The first of these states that, under certain assumptions, the solution exists on the entire interval $\left[0, h^{*}\right]$ (and so for all $x$ for which $f(x, y)$ is defined) and not only for a subinterval $[0, h]$ with some $h \leq h^{*}$.

Corollary 6.3. Assume the hypotheses of Theorem 6.1, except that the set G, i.e. the domain of definition of the function $f$ on the right-hand side of the differential equation (6.1a), is now taken to be $G:=\left[0, h^{*}\right] \times \mathbb{R}$. Moreover we assume that $f$ is continuous and that there exist constants $c_{1} \geq 0, c_{2} \geq 0$ and $0 \leq \mu<1$ such that

$$
\begin{equation*}
|f(x, y)| \leq c_{1}+c_{2}|y|^{\mu} \quad \text { for all }(x, y) \in G \tag{6.8}
\end{equation*}
$$

Then, there exists a function $y \in C\left[0, h^{*}\right]$ solving the initial value problem (6.1).

Proof. We use the polynomial $T$ defined in (6.4) in the previous proof. Since $\mu<1$ we may find some $K>0$ such that

$$
c_{1}+c_{2}\left(K+\max _{x \in\left[0, h^{*}\right]}|T(x)|\right)^{\mu} \leq \frac{K \Gamma(n+1)}{h^{* n}} .
$$

Using this value of $K$, we then restrict our function $f$ to the set $G_{K}:=\{(x, y): x \in$ $\left.\left[0, h^{*}\right],|y-T(x)| \leq K\right\}$ (this is the set that was denoted by $G$ in Theorem 6.1). Then we see that

$$
\begin{aligned}
M & :=\sup _{(x, y) \in G_{K}}|f(x, y)| \leq c_{1}+c_{2} \sup _{(x, y) \in G_{K}}|y|^{\mu} \\
& \leq c_{1}+c_{2}\left(K+\max _{x \in\left[0, h^{*}\right]}|T(x)|\right)^{\mu} \leq \frac{K \Gamma(n+1)}{h^{* n}} .
\end{aligned}
$$

Thus we may apply Theorem 6.1 with this value of $K$ and the given $h^{*}$ and see that $(K \Gamma(n+1) / M)^{1 / n} \geq h^{*}$ which implies that

$$
h^{*}=\min \left\{h^{*},\left(\frac{K \Gamma(n+1)}{M}\right)^{1 / n}\right\}=h .
$$

Remark 6.6. Three comments with respect to condition (6.8) are in order:
(a) A sufficient condition on $f$ for (6.8) to be satisfied is that $f$ is continuous and bounded on $G$.
(b) In Theorem 6.1, $f$ was required to be a continuous function on a compact set, and hence it was automatically bounded. In this corollary, $f$ is still continuous but now it is defined on a non-compact set, and hence we have to demand a suitable bound explicitly.
(c) Condition (6.8) can be considered to be a quite severe restriction since it is violated even by some very elementary and practically important types of equations like, e.g., linear equations. Therefore, additional investigations are necessary.

The second corollary to Theorem 6.1 asserts the existence of a solution on the entire half-axis $[0, \infty)$ under appropriate conditions.

Corollary 6.4. Assume the hypotheses of Corollary 6.3, except that the set G, i.e. the domain of definition of the function $f$ on the right-hand side of the differential equation (6.1a), is now taken to be $G:=\mathbb{R}^{2}$. Then, there exists a function $y \in C[0, \infty)$ solving the initial value problem (6.1).

Of course, Remark 6.6 applies to this corollary too.
Proof. Let $h^{*}>0$. Under our assumptions, we may apply Corollary 6.3 for this $h^{*}$ and conclude that a continuous solution exists on $\left[0, h^{*}\right]$. Since $h^{*}$ can be chosen arbitrarily large, we find that a continuous solution exists on $[0, \infty)$.

### 6.2 Uniqueness of Solutions

Next we come to a uniqueness theorem that corresponds to the well-known PicardLindelöf result. It can be seen as an analogue to the statement shown for RiemannLiouville operators in the previous chapter (Theorem 5.1).

Theorem 6.5. Let $0<n$ and $m=\lceil n\rceil$. Moreover let $y_{0}^{(0)}, \ldots, y_{0}^{(m-1)} \in \mathbb{R}, K>0$ and $h^{*}>0$. Define the set $G$ as in Theorem 6.1 and let the function $f: G \rightarrow \mathbb{R}$ be continuous and fulfil a Lipschitz condition with respect to the second variable, i.e.

$$
\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right| \leq L\left|y_{1}-y_{2}\right|
$$

with some constant $L>0$ independent of $x, y_{1}$, and $y_{2}$. Then, denoting $h$ as in Theorem 6.1, there exists a uniquely defined function $y \in C[0, h]$ solving the initial value problem (6.1).

Remark 6.7. Remark 6.3 that we had stated above in connection with the existence of solutions applies here in the discussion of uniqueness questions too.

Proof (of Theorem 6.5). We first note that Theorem 6.1 asserts that the initial value problem has a solution. In order to prove the uniqueness of this solution, we start with arguments similar to those of the proof of Theorem 6.1. In particular, we use the same polynomial $T$ (defined in (6.4)) and the same operator $A$ (defined in (6.5)) and recall that it maps the nonempty, convex and closed set $U=\left\{y \in C[0, h]:\|y-T\|_{\infty} \leq\right.$ $K\}$ to itself. We now have to prove that $A$ has a unique fixed point. In order to do this, we shall first prove that, for every $j \in \mathbb{N}_{0}$, every $x \in[0, h]$ and all $y, \tilde{y} \in U$, we have

$$
\begin{equation*}
\left\|A^{j} y-A^{j} \tilde{y}\right\|_{L_{\infty}[0, x]} \leq \frac{\left(L x^{n}\right)^{j}}{\Gamma(1+n j)}\|y-\tilde{y}\|_{L_{\infty}[0, x]} \tag{6.9}
\end{equation*}
$$

This can be seen by induction. In the case $j=0$, the statement is trivially true. For the induction step $j-1 \mapsto j$, we write

$$
\begin{aligned}
& \left\|A^{j} y-A^{j} \tilde{y}\right\|_{L_{\infty}[0, x]} \\
& \quad=\left\|A\left(A^{j-1} y\right)-A\left(A^{j-1} \tilde{y}\right)\right\|_{L_{\infty}[0, x]} \\
& \quad=\frac{1}{\Gamma(n)} \sup _{0 \leq w \leq x}\left|\int_{0}^{w}(w-t)^{n-1}\left[f\left(t, A^{j-1} y(t)\right)-f\left(t, A^{j-1} \tilde{y}(t)\right)\right] \mathrm{d} t\right|
\end{aligned}
$$

We proceed in the induction step by using the Lipschitz assumption on $f$ and the induction hypothesis. This allows us to estimate the quantities under consideration in the following way:

$$
\begin{aligned}
& \left\|A^{j} y-A^{j} \tilde{y}\right\|_{L_{\infty}[0, x]} \\
& \quad \leq \frac{L}{\Gamma(n)} \sup _{0 \leq w \leq x} \int_{0}^{w}(w-t)^{n-1}\left|A^{j-1} y(t)-A^{j-1} \tilde{y}(t)\right| \mathrm{d} t
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \sup _{0 \leq w \leq t}\left|A^{j-1} y(w)-A^{j-1} \tilde{y}(w)\right| \mathrm{d} t \\
& \leq \frac{L^{j}}{\Gamma(n) \Gamma(1+n(j-1))} \int_{0}^{x}(x-t)^{n-1} t^{n(j-1)} \sup _{0 \leq w \leq t}|y(w)-\tilde{y}(w)| \mathrm{d} t \\
& \leq \frac{L^{j}}{\Gamma(n) \Gamma(1+n(j-1))} \sup _{0 \leq w \leq x}|y(w)-\tilde{y}(w)| \int_{0}^{x}(x-t)^{n-1} t^{n(j-1)} \mathrm{d} t \\
& =\frac{L^{j}}{\Gamma(n) \Gamma(1+n(j-1))}\|y-\tilde{y}\|_{L_{\infty}[0, x]} \frac{\Gamma(n) \Gamma(1+n(j-1))}{\Gamma(1+n j)} x^{n j} .
\end{aligned}
$$

This is our desired result (6.9). As a consequence, we find, taking Chebyshev norms on our fundamental interval $[0, h]$,

$$
\left\|A^{j} y-A^{j} \tilde{y}\right\|_{\infty} \leq \frac{\left(L h^{n}\right)^{j}}{\Gamma(1+n j)}\|y-\tilde{y}\|_{\infty}
$$

We have now shown that the operator $A$ fulfils the assumptions of Theorem D. 7 with $\alpha_{j}=\left(L h^{n}\right)^{j} / \Gamma(1+n j)$. In order to apply that theorem, we only need to verify that the series $\sum_{j=0}^{\infty} \alpha_{j}$ converges. To this end we notice that $\sum_{j=0}^{\infty} \alpha_{j}$ with $\alpha_{j}$ as above is simply the power series representation of the Mittag-Leffler function $E_{n}\left(L h^{n}\right)$, and hence the required convergence of the series follows immediately from Theorem 4.1. Therefore, we may apply Weissinger's Fixed Point Theorem and deduce the uniqueness of the solution of our differential equation.

Remark 6.8. An observation similar to the one made for the Riemann-Liouville case in Remark 5.2 holds here too: The proofs of the uniqueness theorem 6.5 once again give a constructive method to find a sequence of Picard iterations that converges against the exact solution of the initial value problem. In particular, the individual elements of this sequence can be considered as approximations for the exact solution, at least in theory. Since it is not necessarily possible to evaluate the required integrals in closed form, these approximations are unlikely to be useful numerically.

Remark 6.9. Concerning the connection between the uniqueness statement and the Lipschitz condition we look at the differential equation

$$
D_{* 0}^{n} y=y^{\mu}
$$

with $0<\mu<1$. We had discussed the Riemann-Liouville analogue of this equation in Example 5.1. In the Caputo version we again use homogeneous initial conditions

$$
y(0)=0 \quad \text { and } \quad D_{0}^{n-k} y(0)=0 \quad(k=1,2, \ldots,\lceil n\rceil-1)
$$

and find the same two solutions as in the Riemann-Liouville case, viz.

$$
y(x)=0 \quad \text { and } \quad y(x)=\sqrt[\mu-1]{\frac{\Gamma(j+1)}{\Gamma(j+1-n)}} x^{j}
$$

with $j=n /(1-\mu)$.
An apparent weakness in the statement of Theorem 6.5 is that it yields the existence and uniqueness of the solution of the initial value problem not on the interval $\left[0, h^{*}\right]$ where the first argument of the given function $f$ was allowed to come from, but only on the possibly smaller interval $[0, h]$ with $h=\min \left\{h^{*},(K \Gamma(n+1) / M)^{1 / n}\right\}$. In this respect, Theorem 6.5 is completely analogous to the Peano-type existence Theorem 6.1. For the latter, we had derived Corollaries 6.3 and 6.4 that gave sufficient conditions for the solution to exist on the complete interval $\left[0, h^{*}\right]$ or even on $[0, \infty)$. Corresponding results can be shown for the uniqueness question too:

Corollary 6.6. Assume the hypotheses of Theorem 6.5, except that the set G, i.e. the domain of definition of the function $f$ on the right-hand side of the differential equation (6.1a), is now taken to be $G:=\left[0, h^{*}\right] \times \mathbb{R}$. Moreover we assume that $f$ is continuous and that there exist constants $c_{1} \geq 0, c_{2} \geq 0$ and $0 \leq \mu<1$ such that

$$
\begin{equation*}
|f(x, y)| \leq c_{1}+c_{2}|y|^{\mu} \quad \text { for all }(x, y) \in G \tag{6.10}
\end{equation*}
$$

Then, there exists a function $y \in C\left[0, h^{*}\right]$ solving the initial value problem (6.1).
Corollary 6.7. Assume the hypotheses of Corollary 6.6, except that the set G, i.e. the domain of definition of the function $f$ on the right-hand side of the differential equation (6.1a), is now taken to be $G:=\mathbb{R}^{2}$. Then, there exists a function $y \in C[0, \infty)$ solving the initial value problem (6.1).

The proofs of these two corollaries exactly follow the lines of the proofs of Corollaries 6.3 and 6.4 , respectively. We omit the details.

Remark 6.10. As in Remark 6.6 we want to comment on condition (6.10):
(a) Since we have to assume the continuity of $f$ anyway, a sufficient condition on $f$ for (6.10) to be satisfied is that $f$ is bounded on $G$. As $G$ is unbounded now, the boundedness of $f$ is not an automatic consequence of its continuity.
(b) Condition (6.10) can be considered to be a quite severe restriction since it is violated even by some very elementary and practically important types of equations like, e.g., linear equations.

The last remark here motivates us to include another existence and uniqueness theorem. It uses a slightly different set of assumptions that actually allow us to derive a global existence and uniqueness result for a large class of equations that now includes the linear equations.

Theorem 6.8. Let $0<n$ and $m=\lceil n\rceil$. Moreover let $y_{0}^{(0)}, \ldots, y_{0}^{(m-1)} \in \mathbb{R}$ and $h^{*}>0$. Define the set $G:=\left[0, h^{*}\right] \times \mathbb{R}$ and let the function $f: G \rightarrow \mathbb{R}$ be continuous and fulfil a Lipschitz condition with respect to the second variable with a Lipschitz constant $L>0$ that is independent of $x, y_{1}$, and $y_{2}$. Then there exists a uniquely defined function $y \in C\left[0, h^{*}\right]$ solving the initial value problem (6.1).

In particular, this theorem is applicable to linear equations, i.e. equations of the form

$$
D_{* 0}^{n} y(x)=f(x) y(x)+g(x)
$$

with certain functions $f, g \in C\left[0, h^{*}\right]$, because here we may choose $L=\|f\|_{\infty}<\infty$.
We obtain an immediate consequence:
Corollary 6.9. Let $0<n$ and $m=\lceil n\rceil$. Moreover let $y_{0}^{(0)}, \ldots, y_{0}^{(m-1)} \in \mathbb{R}$ and $h^{*}>0$. Define the set $G:=[0, \infty) \times \mathbb{R}$ and let the function $f: G \rightarrow \mathbb{R}$ be continuous and fulfil a Lipschitz condition with respect to the second variable with a Lipschitz constant $L>0$ that is independent of $x, y_{1}$, and $y_{2}$. Then there exists a uniquely defined function $y \in C[0, \infty)$ solving the initial value problem (6.1).

Proof. Let $h^{*}>0$. Under the assumptions of the corollary, we may apply Theorem 6.8 on the interval $\left[0, h^{*}\right]$ and conclude the existence of a unique continuous solution on this interval. Since $h^{*}$ may be chosen arbitrarily large, we derive the existence and uniqueness on the entire half-axis $[0, \infty)$.

For the proof of Theorem 6.8 we collect some auxiliary results.
Lemma 6.10. Assume the hypotheses of Theorem 6.8. Moreover denote $p(x, t):=$ $(x-t)^{n-1} / \Gamma(n)$. This function $p$ has the following properties:
(a) For every $x \geq 0, p(x, \cdot)$ is absolutely integrable on $[0, x]$.
(b) For every function $k \in C\left[0, h^{*}\right]$ and all $\xi_{1}, \xi_{2} \in\left[0, h^{*}\right]$, the expressions

$$
\int_{\xi_{1}}^{\xi_{2}} p(x, t) f(t, k(t)) \mathrm{d} t \quad \text { and } \quad \int_{0}^{x} p(x, t) f(t, k(t)) \mathrm{d} t
$$

are continuous with respect to $x$.
(c) There exist numbers $0=h_{0}<h_{1}<h_{2}<\ldots<h_{N}=h^{*}$ such that for all $i \in$ $\{0,1, \ldots, N-1\}$ and all $x \in\left[h_{i}, h^{*}\right]$ we have

$$
L \int_{h_{i}}^{\min \left\{x, h_{i+1}\right\}}|p(x, t)| \mathrm{d} t \leq \frac{1}{2} .
$$

(d) For every $x \geq 0$,

$$
\lim _{\delta \rightarrow 0+} \int_{x}^{x+\delta}|p(x+\delta, t)| \mathrm{d} t=0
$$

Proof. Part (a) is an immediate consequence of the definition of $p$ and the fact that $n>0$.

For (b) we will consider the two cases $n \geq 1$ and $n<1$. The former is very simple since in this case all the functions under the integral operation are continuous in their respective domains of definition, and hence the continuity of the integrals is trivial. In the other case we may proceed as in the final part of the proof of Theorem 2.2 and use the facts that $p$ is integrable and $f(\cdot, k(\cdot))$ is continuous to conclude the required result.

For part (c) we distinguish the same two cases. In the case $n \geq 1, p$ is continuous and hence bounded on the compact set $\left\{(x, t): 0 \leq t \leq x \leq h^{*}\right\}$. Thus, choosing $N:=$ $\left\lceil 2 h^{*} L\|p\|_{\infty}\right\rceil$, where the Chebyshev norm of $p$ is taken over the above mentioned set, we may define $h_{i}:=i h^{*} / N$. This implies $0=h_{0}<h_{1}<\ldots<h_{N}=h^{*}$ and

$$
\begin{aligned}
L \int_{h_{i}}^{\min \left\{x, h_{i+1}\right\}}|p(x, t)| \mathrm{d} t & \leq L \int_{h_{i}}^{h_{i+1}}|p(x, t)| \mathrm{d} t \leq L\|p\|_{\infty}\left(h_{i+1}-h_{i}\right) \\
& =\frac{L\|p\|_{\infty} h^{*}}{N} \leq \frac{L\|p\|_{\infty} h^{*}}{2 L\|p\|_{\infty} h^{*}}=\frac{1}{2}
\end{aligned}
$$

as required. In the case $n<1$ we proceed in a slightly different manner. Here we use $N:=\left\lceil h^{*}(2 L / \Gamma(n+1))^{1 / n}\right\rceil$ and $h_{i}:=i h^{*} / N$. This once again implies $0=h_{0}<$ $h_{1}<\ldots<h_{N}=h^{*}$. Moreover we have, for $x \leq h_{i+1}$,

$$
\begin{aligned}
L \int_{h_{i}}^{\min \left\{x, h_{i+1}\right\}}|p(x, t)| \mathrm{d} t & =\frac{L}{\Gamma(n)} \int_{h_{i}}^{x}(x-t)^{n-1} \mathrm{~d} t=\frac{L}{\Gamma(n+1)}\left(x-h_{i}\right)^{n} \\
& \leq \frac{L}{\Gamma(n+1)}\left(h_{i+1}-h_{i}\right)^{n}=\frac{L}{\Gamma(n+1)}\left(h^{*} / N\right)^{n} \\
& \leq \frac{L}{\Gamma(n+1)} \frac{\Gamma(n+1)}{2 L}=\frac{1}{2}
\end{aligned}
$$

In addition, for $x \geq h_{i+1}$, we find

$$
\begin{aligned}
\Psi(x) & :=L \int_{h_{i}}^{\min \left\{x, h_{i+1}\right\}}|p(x, t)| \mathrm{d} t=\frac{L}{\Gamma(n)} \int_{h_{i}}^{h_{i+1}}(x-t)^{n-1} \mathrm{~d} t \\
& =\frac{L}{\Gamma(n+1)}\left[\left(x-h_{i}\right)^{n}-\left(x-h_{i+1}\right)^{n}\right] .
\end{aligned}
$$

Thus,

$$
\Psi^{\prime}(x)=\frac{L}{\Gamma(n)}\left[\left(x-h_{i}\right)^{n-1}-\left(x-h_{i+1}\right)^{n-1}\right]<0
$$

since $n<0$. It follows that, for $x \geq h_{i+1}, \Psi(x) \leq \Psi\left(h_{i+1}\right) \leq 1 / 2$ in view of our result above. This completes the proof of (c) for $n<1$ too.

Finally, for (d) we see that

$$
\int_{x}^{x+\delta}|p(x+\delta, t)| \mathrm{d} t=\frac{1}{\Gamma(n+1)} \delta^{n}
$$

which, since $n>0$, implies the desired result.
Proof (of Theorem 6.8). Our approach is inspired by the sketched proof of [115, Theorem 4.8]. Let us recall the points $h_{i}$ of Lemma 6.10 (c). We first concentrate on the interval $\left[h_{0}, h_{1}\right]$. We begin by defining the functions

$$
y_{0}(x):=T(x):=\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}
$$

and

$$
y_{j}(x):=T(x)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f\left(t, y_{j-1}(t)\right) \mathrm{d} t, \quad j=1,2, \ldots,
$$

and we note that Lemma 6.10 (b) implies the continuity of these functions on [ $h_{0}, h_{1}$ ]. Moreover we define

$$
\phi_{j}(x):=y_{j}(x)-y_{j-1}(x), \quad j=1,2, \ldots,
$$

and

$$
\phi_{0}(x):=T(x)=y_{0}(x) .
$$

Evidently these functions are continuous on $\left[h_{0}, h_{1}\right]$ too, and for $j=0,1, \ldots$ it is obvious that

$$
y_{j}(x)=\sum_{\mu=0}^{j} \phi_{\mu}(x) .
$$

Moreover, for $j=2,3, \ldots$ we have

$$
\begin{equation*}
\phi_{j}(x)=\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}\left(f\left(t, y_{j-1}(t)\right)-f\left(t, y_{j-2}(t)\right)\right) \mathrm{d} t \tag{6.11}
\end{equation*}
$$

For $x \in\left[h_{0}, h_{1}\right]$ we then find, using (6.11), the Lipschitz condition on $f$ and the statement of Lemma 6.10 (c),

$$
\begin{aligned}
\left|\phi_{j}(x)\right| & \leq \frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}\left|f\left(t, y_{j-1}(t)\right)-f\left(t, y_{j-2}(t)\right)\right| \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}\left|y_{j-1}(t)-y_{j-2}(t)\right| \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)} \max _{t \in\left[h_{0}, h_{1}\right]}\left|y_{j-1}(t)-y_{j-2}(t)\right| \int_{0}^{x}(x-t)^{n-1} \mathrm{~d} t \\
& \leq \frac{1}{2} \max _{t \in\left[h_{0}, h_{1}\right]}\left|y_{j-1}(t)-y_{j-2}(t)\right|=\frac{1}{2} \max _{t \in\left[h_{0}, h_{1}\right]}\left|\phi_{j-1}(t)\right|
\end{aligned}
$$

for $j=2,3, \ldots$, which implies that

$$
\max _{x \in\left[h_{0}, h_{1}\right]}\left|\phi_{j}(x)\right| \leq \frac{1}{2^{j-1}} \max _{t \in\left[h_{0}, h_{1}\right]}\left|\phi_{1}(t)\right| .
$$

Thus, we have found a convergent majorant for the series $\sum_{\mu=0}^{\infty} \phi_{\mu}$ on the interval [ $h_{0}, h_{1}$ ], and hence the series is uniformly convergent there. Since $y_{j}$ is the $j$ th partial sum of this series, it follows that the sequence $\left(y_{j}\right)_{j=1}^{\infty}$ is also uniformly convergent on $\left[h_{0}, h_{1}\right]$, and the limits coincide. Let us denote the limit of this sequence by $y$. We had seen above that $y_{j}$ is continuous on $\left[0, h^{*}\right]$, and hence on $\left[h_{0}, h_{1}\right]$, for all $j$. Hence, in view of the uniform convergence, $y \in C\left[h_{0}, h_{1}\right]$.

Our next goal is to show that this function $y$ solves the Volterra equation (6.2), and thus the initial value problem (6.1). This will then, in particular, imply the existence of a continuous solution. To this end we note that the uniform convergence of the sequence $\left(y_{j}\right)_{j=1}^{\infty}$ and the Lipschitz property of $f$ imply $\mid f(x, y(x))-$ $f\left(x, y_{j}(x)\right)|\leq L| y(x)-y_{j}(x) \mid \rightarrow 0$ uniformly for $x \in\left[h_{0}, h_{1}\right]$. In other words, the sequence $\left(f\left(\cdot, y_{j}(\cdot)\right)\right)_{j=0}^{\infty}$ converges uniformly against $f(\cdot, y(\cdot))$. Thus we may interchange the limit operation and the fractional integration. This yields

$$
\begin{aligned}
y(x) & =\lim _{j \rightarrow \infty} y_{j}(x)=\lim _{j \rightarrow \infty}\left(T(x)+J_{0}^{n} f\left(\cdot, y_{j-1}(\cdot)\right)(x)\right) \\
& =T(x)+J_{0}^{n}\left(\lim _{j \rightarrow \infty} f\left(\cdot, y_{j-1}(\cdot)\right)\right)(x) \\
& =\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+J_{0}^{n} f(\cdot, y(\cdot))(x),
\end{aligned}
$$

which is the required relation (6.2).
For the interval $\left[h_{0}, h_{1}\right]$ it remains to prove that this solution is unique. We therefore assume that $\tilde{y}$ is a solution of (6.2) as well. It then follows that

$$
\begin{aligned}
|y(x)-\tilde{y}(x)| & \leq \frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|f(t, y(t))-f(t, \tilde{y}(t))| \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|y(t)-\tilde{y}(t)| \mathrm{d} t \\
& \leq \frac{1}{2} \max _{t \in\left[h_{0}, h_{1}\right]}|y(t)-\tilde{y}(t)|
\end{aligned}
$$

by Lemma 6.10 (c). Since this inequality holds uniformly for all $x \in\left[h_{0}, h_{1}\right]$, we deduce

$$
\max _{x \in\left[h_{0}, h_{1}\right]}|y(x)-\tilde{y}(x)| \leq \frac{1}{2} \max _{t \in\left[h_{0}, h_{1}\right]}|y(t)-\tilde{y}(t)|
$$

which implies the required uniqueness statement $y \equiv \tilde{y}$.

Now we need to extend this existence and uniqueness result from the initial subinterval $\left[h_{0}, h_{1}\right]$ to the remaining subintervals $\left[h_{i-1}, h_{i}\right](i=2,3, \ldots, N)$. We will do this in an inductive manner, using our result for the interval $\left[h_{0}, h_{1}\right]$ as the basis. Thus we assume that the claim holds on $\left[h_{i-1}, h_{i}\right]$ for some $i$ and we shall show that, if $i<N$, it also holds on $\left[h_{i}, h_{i+1}\right]$. We need to prove that, for $x$ in this interval, (6.2) has a unique continuous solution. In this context it is convenient to rewrite the Volterra equation in question in the form

$$
\begin{equation*}
y(x)=T_{i}(x)+\frac{1}{\Gamma(n)} \int_{h_{i}}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.12a}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{i}(x)=\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+\frac{1}{\Gamma(n)} \int_{0}^{h_{i}}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.12b}
\end{equation*}
$$

The essential observation here is that the function $T_{i}$ is a known function because its representation contains only given data and the values of the solution $y$ on the interval $\left[0, h_{i}\right]$ that has already been computed. Moreover, Lemma 6.10 (b) implies that $T_{i}$ is continuous on $\left[h_{i}, h_{i+1}\right]$. Recalling the definitions of the functions $y_{j}$ and $\phi_{j}$, we can then proceed in a way that is very similar to our approach above. Specifically we define

$$
y_{0}^{(i)}(x):=T_{i}(x)
$$

and

$$
\begin{gathered}
y_{j}^{(i)}(x):=T_{i}(x)+\frac{1}{\Gamma(n)} \int_{h_{i}}^{x}(x-t)^{n-1} f\left(t, y_{j-1}^{(i)}(t)\right) \mathrm{d} t, \quad j=1,2, \ldots, \\
\phi_{j}^{(i)}(x):=y_{j}^{(i)}(x)-y_{j-1}^{(i)}(x), \quad j=1,2, \ldots,
\end{gathered}
$$

and

$$
\phi_{0}^{(i)}(x):=T_{i}(x)=y_{0}^{(i)}(x) .
$$

Evidently, by Lemma 6.10 (b), all these functions are continuous on $\left[h_{i}, h_{i+1}\right]$ too, and for $j=0,1, \ldots$ it is obvious that

$$
y_{j}^{(i)}(x)=\sum_{\mu=0}^{j} \phi_{\mu}^{(i)}(x) .
$$

A convergent majorant for $\sum_{\mu=0}^{\infty} \phi_{\mu}^{(i)}$ can then be found as above which provides the existence of the uniform limit $y:=\lim _{j \rightarrow \infty} y_{j}^{(i)}$ on the interval $\left[h_{i}, h_{i+1}\right]$. Lemma 6.10 (d) implies that the function $y$, which so far has been defined in a piecewise manner on the intervals $\left[0, h_{i}\right]$ and $\left[h_{i}, h_{i+1}\right]$, respectively, is actually continuous at the point $h_{i}$ and hence throughout the entire interval $\left[0, h_{i+1}\right]$.

The proof that this function solves the Volterra equation and that any other continuous solution of the Volterra equation must be identical to $y$ then follows the same lines as above.

We may actually find the solution of a simple class of Caputo-type fractional differential equations explicitly, namely for the class of homogeneous linear equations with constant coefficients where at most the lowest-order initial condition is inhomogeneous.
Theorem 6.11. Let $n>0, m=\lceil n\rceil$ and $\lambda \in \mathbb{R}$. The solution of the initial value problem

$$
D_{* 0}^{n} y(x)=\lambda y(x), \quad y(0)=y_{0}, \quad y^{(k)}(0)=0 \quad(k=1,2, \ldots, m-1)
$$

is given by

$$
y(x)=y_{0} E_{n}\left(\lambda x^{n}\right), \quad x \geq 0
$$

The differential equation under consideration in Theorem 6.11 is a very simple example of a linear fractional differential equation. We shall provide a more detailed investigation of more general linear equations in Sect. 7.1.
Proof. It is evident from our existence and uniqueness result in Corollary 6.9 above that the initial value problem has a unique solution. Therefore we only have to verify that the function $y$ stated above is a solution. For the initial condition, we indeed see that $y(0)=y_{0} E_{n}(0)=y_{0}$ since

$$
E_{n}(z)=1+\frac{z}{\Gamma(1+n)}+\frac{z^{2}}{\Gamma(1+2 n)}+\ldots
$$

moreover in the case $m \geq 2$ (i.e. $n>1$ ) we have $y^{(k)}(0)=0$ for $k=1,2, \ldots, m-1$ since

$$
y(x)=1+\frac{\lambda x^{n}}{\Gamma(1+n)}+\frac{\lambda^{2} x^{2 n}}{\Gamma(1+2 n)}+\ldots
$$

which implies that

$$
y^{(k)}(x)=\frac{\lambda x^{n-k}}{\Gamma(1+n-k)}+\frac{\lambda^{2} x^{2 n-k}}{\Gamma(1+2 n-k)}+\ldots
$$

for $k=1,2, \ldots, m-1<n$.
Finally, the fact that our function $y$ really solves the differential equation is an immediate consequence of Theorem 4.3.

To conclude this section, we recall one more classical result from the theory of first order differential equations and look at possible generalizations of this result to the fractional setting. It is a well known theorem closely related to uniqueness questions.

Theorem 6.A. Let $f:[a, b] \times[c, d] \rightarrow \mathbb{R}$ be continuous and satisfy a Lipschitz condition with respect to the second variable. Consider two solutions $y_{1}$ and $y_{2}$ of the differential equation

$$
\begin{equation*}
D^{1} y_{j}(x)=f\left(x, y_{j}(x)\right) \quad(j=1,2) \tag{6.13}
\end{equation*}
$$

subject to the initial conditions $y_{j}\left(x_{j}\right)=y_{j 0}$, respectively. Then the functions $y_{1}$ and $y_{2}$ coincide either everywhere or nowhere.

Proof. The proof is very simple: Assume that the functions $y_{1}$ and $y_{2}$ coincide at some point $x^{*}$, i.e. $y_{1}\left(x^{*}\right)=y_{2}\left(x^{*}\right)=: y^{*}$, say. Then, both functions solve the initial value problem $D^{1} y_{j}(x)=f\left(x, y_{j}(x)\right), y_{j}\left(x^{*}\right)=y^{*}$. Since the assumptions assert that this problem has a unique solution, $y_{1}$ and $y_{2}$ must be identical, i.e. they coincide everywhere.

Let us interpret the statement of Theorem 6.A. To this end we start with one solution $y_{1}$ of the differential equation (6.13) with some initial condition $y_{1}\left(x_{1}\right)=$ $y_{10}$. Then we may choose an arbitrary abscissa $x_{2}$ and prescribe an initial condition $y_{2}\left(x_{2}\right)=y_{20}$ at this abscissa. It may happen that the point $\left(x_{2}, y_{20}\right)$ is located on the graph of $y_{1}$. In this case, the functions $y_{1}$ and $y_{2}$ are identical. Otherwise, the graphs of $y_{1}$ and $y_{2}$ will never meet or even cross each other.

We specifically draw the reader's attention to the fact that in Theorem 6.A it does not matter whether the values $x_{1}$ and $x_{2}$, i.e. the abscissas where the initial conditions are specified, coincide with each other or not.

The question for a fractional generalization of this theorem has been raised and partially answered in [40]. An attempt to give a full answer has been made in [100, Theorem 3.27]. However, a close inspection of the theory developed there reveals a gap in the proof. Therefore, an alternative approach has been developed in a slightly more general setting in [47]. We shall now describe the specialization of the results of that paper to our class of problems. As it turns out, this allows us to provide a quite satisfactory answer for our question.

As a first step towards the indicated answer to our question we notice that the proof of Theorem 6.A strongly depends on the locality of the differential operator $D^{1}$. We had already noted in Remark 6.4 that such a property is not available in the fractional case, and hence the proof cannot be carried over directly. Moreover, as a consequence of this non-locality, we find that now it does matter whether the abscissas of the initial conditions coincide or not. Indeed the following example, taken from [40], shows that we cannot expect a result comparable to Theorem 6.A to hold if $x_{1} \neq x_{2}$ :

Example 6.1. Let $0<n<1$ and consider the fractional differential equations

$$
\begin{equation*}
D_{* 0}^{n} y_{1}(x)=\Gamma(n+1), \quad y_{1}(0)=0 \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{* 1}^{n} y_{2}(x)=\Gamma(n+1), \quad y_{2}(1)=1 . \tag{6.15}
\end{equation*}
$$

We have here two differential equations with identical right-hand sides but initial conditions specified at different points. The solutions are easily seen to be $y_{1}(x)=x^{n}$ and $y_{2}(x)=1+(x-1)^{n}$. It is obvious that these two functions coincide at $x=1$ but nowhere else.

Theorem 6.A deals with differential equations of order 1, i.e. with equations subject to exactly one initial condition. It is well known that a similar statement does not hold for equations of higher order (for example, the equation $D^{2} y(x)=-y(x)$ has solutions $y(x)=\cos x, y(x)=\sin x$ and $y(x)=0$ the first two of which oscillate and the graphs of which cross each other). Similar effects arise in the context of fractional differential equations with more than one initial condition (i.e. equations of order $n>1$ ); see Sect. 7.1 below. We can therefore not expect more than the following result to hold:

Theorem 6.12. Let $0<n<1$ and assume $f:[0, b] \times[c, d] \rightarrow \mathbb{R}$ to be continuous and satisfy a Lipschitz condition with respect to the second variable. Consider two solutions $y_{1}$ and $y_{2}$ of the differential equation

$$
\begin{equation*}
D_{* 0}^{n} y_{j}(x)=f\left(x, y_{j}(x)\right) \quad(j=1,2) \tag{6.16}
\end{equation*}
$$

subject to the initial conditions $y_{j}(0)=y_{j 0}$, respectively, where $y_{10} \neq y_{20}$. Then, for all $x$ where both $y_{1}(x)$ and $y_{2}(x)$ exist, we have $y_{1}(x) \neq y_{2}(x)$.

Proof. Let us assume that there exists some $x^{*}$ such that $y_{1}\left(x^{*}\right)=y_{2}\left(x^{*}\right)$. We then have to show that $y_{10}=y_{20}$. To this end, let $L$ denote the Lipschitz constant of $f$ with respect to the second variable. We may then choose a number $\tau>0$ that satisfies the conditions

$$
\begin{equation*}
\gamma:=\frac{2 L \tau^{n}}{\Gamma(n+1)}<1 \tag{6.17}
\end{equation*}
$$

and $N:=x^{*} / \tau \in \mathbb{N}$ and split the fundamental interval $\left[0, x^{*}\right]=[0, N \tau]$ into the subintervals $[(j-1) \tau, j \tau], j=1,2, \ldots, N$.

We begin by looking at the first of these subintervals, i.e. on the interval $[0, \tau]$. Our goal here is to show that the problem consisting of the differential equation (6.16) and the additional condition $y(\tau)=y^{*}$ cannot have more than one solution. To prove this, we recall that any solution of the differential equation must satisfy the Volterra equation

$$
\begin{equation*}
y(x)=Y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.18}
\end{equation*}
$$

with a suitable number $Y_{0}$. The additional condition at the point $\tau$ then implies that

$$
y^{*}=y(\tau)=Y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{\tau}(\tau-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

i.e.

$$
Y_{0}=y^{*}-\frac{1}{\Gamma(n)} \int_{0}^{\tau}(\tau-t)^{n-1} f(t, y(t)) \mathrm{d} t .
$$

Inserting this into (6.18) we obtain

$$
y(x)=A y(x):=y^{*}+\frac{1}{\Gamma(n)}\left(\int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t-\int_{0}^{\tau}(\tau-t)^{n-1} f(t, y(t)) \mathrm{d} t\right) .
$$

Thus we must now demonstrate that the operator $A$ defined here does not have more than one fixed point. It is clear that $A$ maps $C[0, \tau]$ to itself, and moreover we find that

$$
\begin{aligned}
|A \tilde{y}(x)-A \bar{y}(x)| \leq & \frac{1}{\Gamma(n)}\left(\int_{0}^{x}(x-t)^{n-1}|f(t, \tilde{y}(t))-f(t, \bar{y}(t))| \mathrm{d} t\right. \\
& \left.\quad+\int_{0}^{\tau}(\tau-t)^{n-1}|f(t, \tilde{y}(t))-f(t, \bar{y}(t))| \mathrm{d} t\right) \\
\leq & \frac{L}{\Gamma(n)}\|\tilde{y}-\bar{y}\|_{L_{\infty}[0, \tau]}\left(\int_{0}^{x}(x-t)^{n-1} \mathrm{~d} t+\int_{0}^{\tau}(\tau-t)^{n-1} \mathrm{~d} t\right) \\
\leq & \frac{2 L \tau^{n}}{\Gamma(n+1)}\|\tilde{y}-\bar{y}\|_{L_{\infty}[0, \tau]} \\
= & \gamma\|\tilde{y}-\bar{y}\|_{L_{\infty}[0, \tau]},
\end{aligned}
$$

and from (6.17) we see that $A$ is a contraction. Thus, by Banach's fixed point theorem, we obtain the desired uniqueness of the solution of the differential equation (6.16) subject to a condition of the form $y(\tau)=y^{*}$. As a consequence of this observation, we conclude that two solutions of (6.16) that coincide at the point $\tau$ must also coincide on the entire interval $[0, \tau]$ and hence, in particular, at the point 0 .

Thus, if $N=1$ then the proof is complete. In the case $N>1$ it remains to show for $j=2,3, \ldots, N$ that two solutions of (6.16) that coincide at $j \tau$ must actually be identical on the preceding interval $[(j-1) \tau, j \tau]$ and hence at the previous grid point $(j-1) \tau$. Once we have shown this to be true, we can say that our assumption $y_{1}(N \tau)=y_{1}\left(x^{*}\right)=y_{2}\left(x^{*}\right)=y_{2}(N \tau)$ implies that the solutions $y_{1}$ and $y_{2}$ coincide on $[(N-1) \tau, N \tau],[(N-2) \tau,(N-1) \tau], \ldots,[0, \tau]$ which is our desired result.

For this remaining part of the proof, we look at the given differential equation (6.16) on the interval $[0, j \tau]$, subject to the condition $y(j \tau)=y^{*}$. As above, we find that this is equivalent to writing

$$
y(x)=y^{*}+\frac{1}{\Gamma(n)}\left(\int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t-\int_{0}^{j \tau}(j \tau-t)^{n-1} f(t, y(t)) \mathrm{d} t\right) .
$$

As indicated above, we are interested in this problem on the interval $[(j-1) \tau, j \tau]$. Thus, for $x$ in this interval, we rewrite the identity as

$$
\begin{aligned}
y(x)=B_{j}(x):=g_{j}(x)+\frac{1}{\Gamma(n)}( & \int_{(j-1) \tau}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \\
& \left.-\int_{(j-1) \tau}^{j \tau}(j \tau-t)^{n-1} f(t, y(t)) \mathrm{d} t\right)
\end{aligned}
$$

where

$$
g_{j}(x):=y^{*}+\frac{1}{\Gamma(n)} \int_{0}^{(j-1) \tau}\left((x-t)^{n-1}-(j \tau-t)^{n-1}\right) f(t, y(t)) \mathrm{d} t
$$

(note that this quantity is well defined because it only uses values of $y$ on the interval $[0,(j-1) \tau]$ and we already know that $y$ is uniquely determined there). We can then again proceed as in the first step of our argumentation and conclude that $B_{j}$ is a contraction which leads to the required uniqueness property.

Example 6.2. We verify the statement of Theorem 6.12 by looking at the differential equation

$$
D_{* 0}^{0.28} y_{j}(x)=(0.5-x) \sin y_{j}(x)+0.8 x^{3}
$$

with initial conditions

$$
y_{1}(0)=1.6, \quad y_{2}(0)=1.5, \quad y_{3}(0)=1.4, \quad y_{4}(0)=1.3, \quad y_{5}(0)=1.2 .
$$

Since a generally applicable method to determine the analytical solutions of our initial value problems is not readily available, we have to revert to some numerically computed approximate solutions. To this end, we can use the Adams-BashforthMoulton method described in Appendix C.1. The resulting solutions for the five initial value problems, obtained using a step size of $1 / 200$, are shown in Fig. 6.1. The property predicted by Theorem 6.12 is evident; in view of the convergence


Fig. 6.1 Plots of the solutions of the five initial value problems from Example 6.2
analysis for the numerical method provided in Appendix C. 1 we may be confident that this shows a qualitatively correct picture of the exact solutions too.

An obvious alternative formulation of Theorem 6.12 reads as follows.
Theorem 6.13. Let $0<n<1$ and assume $f:[0, b] \times[c, d] \rightarrow \mathbb{R}$ to be continuous and satisfy a Lipschitz condition with respect to the second variable. Consider two solutions $y_{1}$ and $y_{2}$ of the differential equation

$$
D_{* 0}^{n} y_{j}(x)=f\left(x, y_{j}(x)\right) \quad(j=1,2)
$$

subject to the initial conditions $y_{j}(0)=y_{j 0}$, respectively. Let $b^{*} \in(0, b]$ be such that both solutions $y_{1}$ and $y_{2}$ exist on $\left[0, b^{*}\right]$. Then, either $y_{1}(x) \neq y_{2}(x)$ for all $x \in\left[0, b^{*}\right]$ or $y_{1}(x)=y_{2}(x)$ for all $x \in\left[0, b^{*}\right]$.

As it turns out, we may also reformulate this result in a slightly different way. We present this reformulation here because it is also of interest in a different context later on.

Theorem 6.14. Let $0<n<1$ and assume $g:[0, b] \times\left[y^{*}-K, y^{*}+K\right] \rightarrow \mathbb{R}$ to be continuous and satisfy a Lipschitz condition with respect to the second variable. Moreover, let $g(x, 0)=0$ for all $x \in[0, b]$, and let $y^{*} \neq 0$. Then, the solution $y$ of the Volterra equation

$$
\begin{equation*}
y(x)=y^{*}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} g(t, y(t)) \mathrm{d} t \tag{6.19}
\end{equation*}
$$

satisfies $y(x) \neq 0$ for all $x$.
The relation between Theorems 6.12 and 6.14 is easily described:
Theorem 6.15. Theorem 6.12 holds if and only if Theorem 6.14 holds.
Proof. In this proof we follow the lines of [30, p. 89]. We first show that Theorem 6.12 implies Theorem 6.14. To this end we recall that (6.19) is equivalent to the fractional initial value problem

$$
D_{* 0}^{n} y(x)=g(x, y(x)), \quad y(0)=y^{*} \neq 0
$$

Our assumption that $g(x, 0)=0$ for all $x$ implies that the function $z(x)=0$ solves the initial value problem

$$
D_{* 0}^{n} z(x)=g(x, z(x)), \quad z(0)=0
$$

Thus, if Theorem 6.12 is true we may conclude that $y(x) \neq z(x)=0$ for all $x$. Theorem 6.14 is therefore true as well.

For the other direction, let $y_{1}$ and $y_{2}$ be the solutions of the initial value problems mentioned in Theorem 6.12, and define

$$
g(x, z):=f\left(x, z+y_{1}(x)\right)-f\left(x, y_{1}(x)\right) .
$$

Moreover we set $y(x):=y_{2}(x)-y_{1}(x)$ and $y^{*}:=y_{20}-y_{10} \neq 0$. Now we rewrite the two initial value problems from Theorem 6.12 in their corresponding Volterra forms, viz.

$$
y_{j}(x)=y_{j 0}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f\left(t, y_{j}(t)\right) \mathrm{d} t \quad(j=1,2) .
$$

Subtracting these two equations, we find

$$
\begin{aligned}
y(x) & =y_{2}(x)-y_{1}(x) \\
& =y_{20}-y_{10}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}\left[f\left(t, y_{2}(t)\right)-f\left(t, y_{1}(t)\right)\right] \mathrm{d} t \\
& =y^{*}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} g\left(t, y_{2}(t)-y_{1}(t)\right) \mathrm{d} t \\
& =y^{*}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} g(t, y(t)) \mathrm{d} t,
\end{aligned}
$$

i.e. $y$ solves the Volterra equation (6.19). Since, for all $x, g(x, 0)=0$, we may apply Theorem 6.14 to conclude that $0 \neq y(x)=y_{2}(x)-y_{1}(x)$ for all $x$.

A trivial consequence of our results above is
Corollary 6.16. Assume the hypotheses of Theorem 6.12. Moreover, let $y_{10}<y_{20}$. Then, $y_{1}(x)<y_{2}(x)$ for all $x$ for which both solutions exist.

We end this section by taking a look at this problem from a different point of view. Specifically, from Theorem 6.12 we may deduce the following result.

Theorem 6.17. Let $0<n<1$ and assume $f:[0, b] \times[c, d] \rightarrow \mathbb{R}$ to be continuous and satisfy a Lipschitz condition with respect to the second variable. Then, for each $x^{*} \in[0, b]$ and each $y^{*} \in[c, d]$, the differential equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=f(x, y(x)) \tag{6.20}
\end{equation*}
$$

subject to the condition

$$
\begin{equation*}
y\left(x^{*}\right)=y^{*} \tag{6.21}
\end{equation*}
$$

has at most one solution.
Thus we have a uniqueness theorem for the solutions of a fractional differential equation of the usual form combined with a prescribed value of the unknown solution at a point that may differ form the starting point of the fractional differential operator. In the case $x^{*}=0$ this is just the standard initial condition that we had discussed thoroughly at the beginning of this section, but if $x^{*}>0$ then we have
a significantly different problem that is sometimes called a terminal value problem because one usually is interested in the solution on the interval $\left[0, x^{*}\right]$, i.e. one provides a condition on the unknown solution at the terminal point of the interval of interest. The following simple equivalence theorem elucidates the difference in character between initial and terminal value problems.

Theorem 6.18. Assume the hypotheses of Theorem 6.17, and let $0<x^{*} \leq b$. Then, the fractional differential equation (6.20) combined with condition (6.21) is equivalent to the weakly singular integral equation

$$
\begin{equation*}
y(x)=y^{*}+\frac{1}{\Gamma(n)} \int_{0}^{x^{*}} G(x, t) f(t, y(t)) \mathrm{d} t \tag{6.22}
\end{equation*}
$$

where

$$
G(x, t)= \begin{cases}-\left(x^{*}-t\right)^{n-1} & \text { for } t>x  \tag{6.23}\\ (x-t)^{n-1}-\left(x^{*}-t\right)^{n-1} & \text { for } t \leq x\end{cases}
$$

The substantial difference between the integral equation (6.22) and the integral equation (6.2) derived in Lemma 6.2 in the case $x^{*}=0$ is that we now have a Fredholm integral equation of Hammerstein type whereas (6.2) was a Volterra equation. Thus, in analogy with the corresponding results for integer-order equations, it would be natural to interpret condition (6.21) as a boundary condition and not an initial condition. Hence, in contrast to the situation observed for first-order differential equations, the terminal value problem consisting of eqs. (6.20) and (6.21) is much more closely related to a boundary value problem than it is to an initial value problem. This is also quite natural since we need to find a solution on the interval $\left[0, x^{*}\right]$ whose end points both play a major role in the definition of the problem - the left end point is used to define the differential operator and the right end point provides the additional condition that asserts the uniqueness of the solution.

We shall provide a few additional results about boundary value problems for Caputo-type fractional differential equations in Sect. 6.5.

Proof. Let us first assume that the fractional differential equation (6.20) combined with condition (6.21) has a solution $y \in C\left[0, x^{*}\right]$. Then, we may apply the integral operator $J_{0}^{n}$ to both sides of (6.20), which yields

$$
\begin{equation*}
y(x)=y(0)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.24}
\end{equation*}
$$

for all $x \in\left[0, x^{*}\right]$. (Notice that the quantity $y(0)$ is unknown.) Specifically setting $x=x^{*}$ and using the condition (6.21), we obtain

$$
y^{*}=y\left(x^{*}\right)=y(0)+\frac{1}{\Gamma(n)} \int_{0}^{x^{*}}\left(x^{*}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t
$$

Table 6.1 Results of bisection search for Example 6.3

| $y_{0}$ | 1 | 2 | 1.5 | 1.75 | 1.625 | 1.6875 | 1.71875 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y(1)$ | 2.0556 | 2.63485 | 2.37728 | 2.51106 | 2.44567 | 2.47871 | 2.49496 |

which implies

$$
y(0)=y^{*}-\frac{1}{\Gamma(n)} \int_{0}^{x^{*}}\left(x^{*}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t .
$$

Inserting this relation into (6.24), we obtain (6.22) and (6.23).
On the other hand, if (6.22) with the kernel $G$ being defined as in (6.23) has a continuous solution then we may apply the Caputo operator $D_{* 0}^{n}$ to both sides of (6.22) which yields the fractional differential equation (6.20). Finally, we immediately obtain (6.21) by setting $x=x^{*}$ in (6.22).

To conclude this section, let us look at a simple example of a terminal value problem.

Example 6.3. Find a solution of the terminal value problem

$$
D_{* 0}^{1 / 2} y(x)=\sin y(x), \quad y(1)=2.5
$$

Once again we cannot offer an analytic method to find the exact solution; therefore we shall revert to an approximation technique. We start by choosing two arbitrary initial values, say $y_{0}=1$ and $y_{0}=2$, for the given differential equation and compute the corresponding solutions numerically on the interval $[0,1]$ by means of the Adams method of Appendix C. 1 with a step size of $1 / 200$. It turns out (see Table 6.1) that one of these choices for the initial values leads to a value of $y(1)$ that is smaller than desired whereas the other one produces a too large value. We thus employ a simple bisection technique to find a new initial value, $y_{0}=1.5$, and compute $y(1)$ again. Proceeding in an iterative manner as indicated in Table 6.1 we find that we can get as close to the desired exact solution as we wish.

Figure 6.2 shows a visualization of this procedure. We have displayed five of the neighbouring solutions of our exact solution, namely those obtained for $y_{0}=2$ (dashed line; top), $y_{0}=1.75$ (dash-dotted line; second from top), $y_{0}=1.5$ (dotted line, bottom), $y_{0}=1.625$ (dashed and double dotted line; second from bottom) and $y_{0}=1.71875$ (continuous line; centre).

### 6.3 Influence of Perturbed Data

Having established criteria for the existence and uniqueness of solutions to initial value problems for Caputo-type fractional differential equations, in this and the following sections we come to the classical questions concerning the most important


Fig. 6.2 Graphs of neighbouring approximate solutions for the terminal value problem from Example 6.3
properties of the solutions. These include, in particular, questions for smoothness (continuity and differentiability) of the solutions under various assumptions on the given data as well as investigations concerning the well-posedness of the initial value problems. We begin with the latter and recall the key results in this direction from [43].

Traditionally, a problem is called well-posed if it has the following three properties:

- A solution exists
- the solution is unique
- the solution depends on the given data in a continuous way

The first two aspects have already been discussed in the previous sections; the third one requires further attention. In particular we note one important difference between the fractional and the classical setting, and that is the precise meaning of the expression "the given data": In the classical theory of differential equations (of integer order), one usually assumes the initial values and the function $f$ on the righthand side of the differential equation

$$
D^{k} y(x)=f\left(x, y(x), D y(x), \ldots, D^{k-1} y(x)\right)
$$

to be given, and then the behaviour of the solution under perturbations of these expressions is discussed. Of course, we have the same given data in the fractional setting, but here one additional problem needs to be taken into account: In a typical application (see, for example, [69]), a differential equation of the form

$$
D_{* 0}^{n} y(x)=f(x, y(x))
$$

arises. Here the main parameters of the equation, namely the initial value(s), possibly also the right-hand side $f$, and the order of the differential operator, depend on material constants that are only known up to a certain, usually moderate, accuracy. For example, in the problems arising in viscoelasticity considered briefly in $[50,51]$ and in a more detailed fashion in [69], the knowledge of the values of $n$ is only imprecise and typically restricted to about two decimal digits. Therefore, it is important to investigate how the solution depends on this parameter too.

Throughout this section, we assume $y$ to be the exact solution of the initial value problem

$$
\begin{align*}
D_{* 0}^{n} y(x) & =f(x, y(x)),  \tag{6.25a}\\
D^{k} y(0) & =y_{0}^{(k)}, \quad k=0,1, \ldots, m-1, \tag{6.25b}
\end{align*}
$$

where as usual we have set $m=\lceil n\rceil$. Moreover we assume $f$ to be such that the hypotheses of Theorem 6.5 are satisfied, so that we can be sure that a continuous solution exists on some interval $[0, h]$, and that this solution is unique. We then have to compare this solution $y$ with the solution of another initial value problem involving perturbed given data. It turns out that we will indeed be able to prove a positive result in all cases: Small perturbations in any of the given data yield small perturbations in the solution.

As a prerequisite that we shall find useful in most of the proofs below, we present a Gronwall-type inequality. For the case $0<n<1$ this result is contained in [55, Theorem 3.1], but we shall look at the fully general case here.

Lemma 6.19. Let $n, T, \varepsilon_{1}, \varepsilon_{2} \in \mathbb{R}_{+}$. Moreover assume that $\delta:[0, T] \rightarrow \mathbb{R}$ is a continuous function satisfying the inequality

$$
|\delta(x)| \leq \varepsilon_{1}+\frac{\varepsilon_{2}}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|\delta(t)| \mathrm{d} t
$$

for all $x \in[0, T]$. Then

$$
|\delta(x)| \leq \varepsilon_{1} E_{n}\left(\varepsilon_{2} x^{n}\right)
$$

for $x \in[0, T]$.
Here, $E_{n}$ once again denotes the Mittag-Leffler function of order $n$.
Proof. Let $\varepsilon_{3}>0$ and introduce the function $\Phi$ with $\Phi(x):=\left(\varepsilon_{1}+\varepsilon_{3}\right) E_{n}\left(\varepsilon_{2} x^{n}\right)$. Applying Theorem 6.11 and using the linearity of the initial value problem considered there, this function $\Phi$ is seen to be the solution of the initial value
problem $D_{* 0}^{n} \Phi(x)=\varepsilon_{2} \Phi(x)$ with $\Phi(0)=\varepsilon_{1}+\varepsilon_{3}$ and $D^{k} \Phi(0)=0$ for $k=$ $1,2, \ldots,\lceil n\rceil-1$. In view of Lemma 6.2 we immediately deduce that $\Phi$ satisfies the integral equation

$$
\Phi(x)=\varepsilon_{1}+\varepsilon_{3}+\frac{\varepsilon_{2}}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \Phi(t) \mathrm{d} t
$$

By our assumption on $\delta$, we find that

$$
|\delta(0)| \leq \varepsilon_{1}<\varepsilon_{1}+\varepsilon_{3}=\Phi(0)
$$

Standard continuity arguments thus yield that $|\delta(x)|<\Phi(x)$ for all $x \in[0, \eta]$ with some $\eta>0$. To prove that this inequality holds throughout $[0, T]$, we first assume the contrary and denote by $x_{0}$ the smallest positive number with the property that $\left|\boldsymbol{\delta}\left(x_{0}\right)\right|=\Phi\left(x_{0}\right)$. Then, for $0 \leq x \leq x_{0}$ we have $|\boldsymbol{\delta}(x)| \leq \Phi(x)$ and thus

$$
\begin{aligned}
\left|\delta\left(x_{0}\right)\right| & \leq \varepsilon_{1}+\frac{\varepsilon_{2}}{\Gamma(n)} \int_{0}^{x_{0}}\left(x_{0}-t\right)^{n-1}|\boldsymbol{\delta}(t)| \mathrm{d} t \\
& \leq \varepsilon_{1}+\frac{\varepsilon_{2}}{\Gamma(n)} \int_{0}^{x_{0}}\left(x_{0}-t\right)^{n-1} \boldsymbol{\Phi}(t) \mathrm{d} t \\
& <\varepsilon_{1}+\varepsilon_{3}+\frac{\varepsilon_{2}}{\Gamma(n)} \int_{0}^{x_{0}}\left(x_{0}-t\right)^{n-1} \boldsymbol{\Phi}(t) \mathrm{d} t=\boldsymbol{\Phi}\left(x_{0}\right)
\end{aligned}
$$

which cannot be true in view of our choice of $x_{0}$. Thus the assumption must be false, and we find that indeed

$$
|\delta(x)|<\Phi(x)=\left(\varepsilon_{1}+\varepsilon_{3}\right) E_{n}\left(\varepsilon_{2} x^{n}\right)
$$

for all $x \in[0, T]$. Since this holds for every $\varepsilon_{3}>0$, we derive the desired result.
In our first main result, we investigate the dependence of the solution of a fractional differential equation on the initial values.

Theorem 6.20. Let $y$ be the solution of the initial value problem (6.25), and let $z$ be the solution of the initial value problem

$$
\begin{align*}
D_{* 0}^{n} z(x) & =f(x, z(x)),  \tag{6.26a}\\
D^{k} z(0) & =z_{0}^{(k)}, \quad k=0,1, \ldots, m-1 . \tag{6.26b}
\end{align*}
$$

Moreover let $\varepsilon:=\max _{k=0,1, \ldots, m-1}\left|y_{0}^{(k)}-z_{0}^{(k)}\right|$. Then, if $\varepsilon$ is sufficiently small, there exists some $h>0$ such that both the functions $y$ and $z$ are defined on $[0, h]$, and

$$
\sup _{0 \leq x \leq h}|y(x)-z(x)|=O\left(\max _{k=0,1, \ldots, m-1}\left|y_{0}^{(k)}-z_{0}^{(k)}\right|\right)
$$

Proof. By construction, a unique solution of (6.25) exists over some nonempty interval. It is clear from Theorem 6.5 that the set $G$ corresponding to the problem (6.26) is not empty and thus this problem also has a uniquely determined solution on some interval. We may now choose $[0, h]$ to be the smaller of these two intervals. Defining $\delta(x):=y(x)-z(x)$, we find that $\delta$ is a solution of the initial value problem

$$
D_{* 0}^{n} \delta(x)=f(x, y(x))-f(x, z(x)), \quad D^{k} \delta(0)=y_{0}^{(k)}-z_{0}^{(k)}, \quad k=0, \ldots, m-1
$$

In view of Lemma 6.2, this initial value problem is equivalent to the integral equation

$$
\delta(x)=\sum_{k=0}^{m-1} \frac{x^{k}}{k!}\left(y_{0}^{(k)}-z_{0}^{(k)}\right)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}(f(t, y(t))-f(t, z(t))) \mathrm{d} t
$$

Taking absolute values and using Hölder's inequality for the sum and the Lipschitz condition on $f$ for the integral, we find

$$
|\delta(x)| \leq \varepsilon \sum_{k=0}^{m-1} \frac{h^{k}}{k!}+\frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|\delta(t)| \mathrm{d} t
$$

where $L$ is the Lipschitz constant of $f$. Thus, by Lemma 6.19,

$$
|\delta(x)| \leq O(\varepsilon) E_{n}\left(L h^{n}\right)=O(\varepsilon)
$$

as desired.
Next we look at the influence of changes in the given function on the right-hand side of the differential equation.

Theorem 6.21. Let y be the solution of the initial value problem (6.25), and let $z$ be the solution of the initial value problem

$$
\begin{align*}
D_{* 0}^{n} z(x) & =\tilde{f}(x, z(x)),  \tag{6.27a}\\
D^{k} z(0) & =y_{0}^{(k)}, \quad k=0,1, \ldots, m-1, \tag{6.27b}
\end{align*}
$$

where $\tilde{f}$ is supposed to satisfy the same hypotheses as $f$. Moreover let $\varepsilon:=$ $\max _{\left(x_{1}, x_{2}\right) \in G}\left|f\left(x_{1}, x_{2}\right)-\tilde{f}\left(x_{1}, x_{2}\right)\right|$. Then, if $\varepsilon$ is sufficiently small, there exists some $h>0$ such that both the functions $y$ and $z$ are defined on $[0, h]$, and we have that

$$
\sup _{0 \leq x \leq h}|y(x)-z(x)|=O\left(\max _{\left(x_{1}, x_{2}\right) \in G}\left|f\left(x_{1}, x_{2}\right)-\tilde{f}\left(x_{1}, x_{2}\right)\right|\right)
$$

Proof. Existence and uniqueness of the solutions of both initial value problems follow as in the previous theorem. To prove the required inequality, we also proceed in a similar way. Once again we define $\delta(x):=y(x)-z(x)$ and find that $\delta$ solves the
initial value problem

$$
D_{* 0}^{n} \delta(x)=f(x, y(x))-\tilde{f}(x, z(x)), \quad D^{k} \delta(0)=0, \quad k=0,1, \ldots, m-1
$$

that is equivalent to the integral equation

$$
\delta(x)=\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}(f(t, y(t))-\tilde{f}(t, z(t))) \mathrm{d} t
$$

Taking absolute values and using the Lipschitz assumptions on $f$ and $\tilde{f}$, we deduce

$$
\begin{aligned}
|\delta(x)| & \leq \int_{0}^{x} \frac{(x-t)^{n-1}}{\Gamma(n)}(|f(t, y(t))-f(t, z(t))|+|f(t, z(t))-\tilde{f}(t, z(t))|) \mathrm{d} t \\
& \leq \frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|\delta(t)| \mathrm{d} t+\varepsilon \frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \mathrm{~d} t \\
& \leq \frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|\delta(t)| \mathrm{d} t+\varepsilon \frac{h^{n}}{\Gamma(n+1)}
\end{aligned}
$$

We may now apply Lemma 6.19 once again and find

$$
|\delta(x)| \leq O(\varepsilon) E_{n}\left(L h^{n}\right)=O(\varepsilon)
$$

as required.
Finally we discuss the consequences of a modification of the order of the differential equation. Here we need to be particularly careful because a change in the order of the differential equation may lead to a change in the number of prescribed initial values.

Theorem 6.22. Let $y$ be the solution of the initial value problem (6.25), and let $z$ be the solution of the initial value problem

$$
\begin{align*}
D_{* 0}^{\tilde{n}} z(x) & =f(x, z(x)),  \tag{6.28a}\\
D^{k} z(0) & =y_{0}^{(k)}, \quad k=0,1, \ldots, \tilde{m}-1, \tag{6.28b}
\end{align*}
$$

where $\tilde{n}>n$ and $\tilde{m}:=\lceil\tilde{n}\rceil$. Moreover let $\varepsilon:=\tilde{n}-n$ and

$$
\varepsilon^{*}:= \begin{cases}0 & \text { if } m=\tilde{m} \\ \max \left\{\left|y_{0}^{(k)}\right|: m \leq k \leq \tilde{m}-1\right\} & \text { else. }\end{cases}
$$

Then, if $\varepsilon$ and $\varepsilon^{*}$ are sufficiently small, there exists some $h>0$ such that both the functions $y$ and $z$ are defined on $[0, h]$, and we have that

$$
\sup _{0 \leq x \leq h}|y(x)-z(x)|=O(\tilde{n}-n)+O\left(\max \left\{0, \max \left\{\left|y_{0}^{(k)}\right|: m \leq k \leq \tilde{m}-1\right\}\right\}\right)
$$

Proof. Existence and uniqueness of the solutions can be deduced as above. For the bound on the difference, we rewrite the initial value problems (6.25) and (6.28) as equivalent integral equations according to Lemma 6.2 and subtract the two resulting equations from each other. Thus,

$$
\begin{aligned}
\delta(x):= & y(x)-z(x) \\
= & -\sum_{k=m}^{\tilde{m}-1} \frac{x^{k}}{k!} y_{0}^{(k)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \\
& -\frac{1}{\Gamma(\tilde{n})} \int_{0}^{x}(x-t)^{\tilde{n}-1} f(t, z(t)) \mathrm{d} t \\
= & -\sum_{k=m}^{\tilde{m}-1} \frac{x^{k}}{k!} y_{0}^{(k)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}(f(t, y(t))-f(t, z(t))) \mathrm{d} t \\
& +\int_{0}^{x}\left(\frac{(x-t)^{n-1}}{\Gamma(n)}-\frac{(x-t)^{\tilde{n}-1}}{\Gamma(\tilde{n})}\right) f(t, z(t)) \mathrm{d} t .
\end{aligned}
$$

In view of the Lipschitz property of $f$, this implies

$$
\begin{aligned}
|\delta(x)| \leq & \sum_{k=m}^{\tilde{m}-1} \frac{h^{k}}{k!}\left|y_{0}^{(k)}\right|+\frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|\boldsymbol{\delta}(t)| \mathrm{d} t \\
& +\max _{\left(x_{1}, x_{2}\right) \in G}\left|f\left(x_{1}, x_{2}\right)\right| \int_{0}^{x}\left|\frac{(x-t)^{n-1}}{\Gamma(n)}-\frac{(x-t)^{\tilde{n}-1}}{\Gamma(\tilde{n})}\right| \mathrm{d} t
\end{aligned}
$$

Obviously the sum is $O\left(\varepsilon^{*}\right)$. Moreover, we can bound the second integral according to

$$
\begin{aligned}
\int_{0}^{x}\left|\frac{(x-t)^{n-1}}{\Gamma(n)}-\frac{(x-t)^{\tilde{n}-1}}{\Gamma(\tilde{n})}\right| \mathrm{d} t & =\int_{0}^{x}\left|\frac{u^{n-1}}{\Gamma(n)}-\frac{u^{\tilde{n}-1}}{\Gamma(\tilde{n})}\right| \mathrm{d} t \\
& \leq \int_{0}^{h}\left|\frac{u^{n-1}}{\Gamma(n)}-\frac{u^{\tilde{n}-1}}{\Gamma(\tilde{n})}\right| \mathrm{d} t=O(\varepsilon)
\end{aligned}
$$

To see this, one can compute the integral explicitly: One first has to find the zero of the integrand, which is located at $(\Gamma(\tilde{n}) / \Gamma(n))^{1 /(\tilde{n}-n)}$ (a quantity that converges to $\exp (\psi(n))$ as $\tilde{n} \rightarrow n$, where $\psi=\Gamma^{\prime} / \Gamma$ denotes the Digamma function). If $h$ is smaller than this value, then the integrand has no change of sign, and we can move the absolute value operation outside the integral. Otherwise we must split the interval of integration at this point, and each integral can be handled in this way. In either case, we may use the Mean Value Theorem of Differential Calculus to see that the resulting expression is bounded by $O(\tilde{n}-n)=O(\varepsilon)$.

Summing up, we have found that

$$
|\delta(x)| \leq O(\varepsilon)+O\left(\varepsilon^{*}\right)+\frac{L}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|\delta(t)| \mathrm{d} t
$$

and so Lemma 6.19 yields the desired result.

There are two important special cases of Theorem 6.22:
Corollary 6.23. Assume the hypotheses of Theorem 6.22. Moreover, let $\tilde{m}=$ m. Then,

$$
\sup _{0 \leq x \leq h}|y(x)-z(x)|=O(\tilde{n}-n)
$$

Corollary 6.24. Assume the hypotheses of Theorem 6.22. Moreover, let $\tilde{m}>m$ and $y_{0}^{(k)}=0$ for $k=m, m+1, \ldots, \tilde{m}-1$. Then,

$$
\sup _{0 \leq x \leq h}|y(x)-z(x)|=O(\tilde{n}-n) .
$$

Proof (of Corollaries 6.23 and 6.24). Under the assumptions of either of the corollaries, the quantity $\varepsilon^{*}$ in Theorem 6.22 vanishes and thus we immediately obtain the simpler bound.

Remark 6.11. Let $z$ be a given continuous function. Since the function $y:=J_{0}^{n} z$ is the unique solution of the differential equation $D_{* 0}^{n} y=z$ with homogeneous initial conditions, Corollary 6.24 gives an alternative proof for the second statement of Theorem 2.10.

### 6.4 Smoothness of the Solutions

An interesting question that frequently arises is the question for the smoothness of the solution of a differential equation under certain assumptions on the given data (mainly on the given function $f$ on the right-hand side of the equation). A typical result in the classical setting is the following well known theorem.

Theorem 6.B. Let $k \in \mathbb{N}$ and $f \in C^{k-1}(G)$, where $G=\left[y_{0}-K, y_{0}+K\right] \times \mathbb{R}$. Then, the solution $y$ of the initial value problem

$$
D y(x)=f(x, y(x)), \quad y(0)=y_{0}
$$

is $k$ times continuously differentiable.
A simple example shows that we cannot expect this result to be true in general for fractional-order equations: Even for $f \in C^{\infty}$ it may happen that $y \notin C^{1}$.

Example 6.4. From Example 3.1 we know that $D_{* 0}^{1 / 2}(\cdot)^{1 / 2}=\Gamma(3 / 2)$. Therefore the non-differentiable function $y$ given by $y(x)=x^{1 / 2}$ is the unique solution of the initial value problem $D_{* 0}^{1 / 2} y(x)=\Gamma(3 / 2), y(0)=0$, whose given function $f$ (the right-hand side of the differential equation) is analytic.

We now try to find out some positive statements that can be said about equations of fractional order. As in the previous section, we assume in the present section that $y$ is the exact solution of the initial value problem

$$
\begin{align*}
D_{* 0}^{n} y(x) & =f(x, y(x)),  \tag{6.29a}\\
D^{k} y(0) & =y_{0}^{(k)}, \quad k=0,1, \ldots, m-1 \tag{6.29b}
\end{align*}
$$

where once more we have set $m=\lceil n\rceil$. Additionally we assume $f$ to be such that the hypotheses of Theorem 6.5 are satisfied, so that we can be sure that a continuous solution exists on some interval $[0, h]$, and that this solution is unique. Under these assumptions we begin by recalling some results from [37]. A first result in this connection is as follows.

Theorem 6.25. Under the above hypotheses we have that $y \in C^{m-1}[0, h]$.
Proof. In view of Lemma 6.2, the function $y$ satisfies the Volterra equation

$$
y(x)=p(x)+J_{0}^{n}[f(\cdot, y(\cdot))](x)
$$

with $p$ being some polynomial whose precise form is not of interest at the moment. Let $k \in\{0,1,2 \ldots, m-1\}$ (this implies $k<n$ ) and differentiate this equation $k$ times:

$$
\begin{aligned}
D^{k} y(x) & =D^{k} p(x)+D^{k} J_{0}^{n}[f(\cdot, y(\cdot))](x) \\
& =D^{k} p(x)+D^{k} J_{0}^{k} J_{0}^{n-k}[f(\cdot, y(\cdot))](x) \\
& =D^{k} p(x)+J_{0}^{n-k}[f(\cdot, y(\cdot))](x)
\end{aligned}
$$

in view of the semigroup property of fractional integration and (1.1). Now recall that $y$ is continuous; thus the argument of the integral operator $J_{0}^{n-k}$ is a continuous function. Hence, in view of the polynomial structure of $p$ and Theorem 2.5, the function on the right-hand side of the equation is continuous, and so the function on the left, viz. $D^{k} y$, must be continuous too.

Theorem 6.26. Assume the hypotheses of Theorem 6.25. Moreover let $n>1$, $n \notin \mathbb{N}$ and $f \in C^{1}(G)$. Then $y \in C^{m}(0, h]$. Furthermore, $y \in C^{m}[0, h]$ if and only if $f\left(0, y_{0}^{(0)}\right)=0$.

Remark 6.12. Since the function $f$ and the initial value $y_{0}^{(0)}$ are given, it is easy to check whether the condition $f\left(0, y_{0}^{(0)}\right)=0$ is fulfilled or not.

Remark 6.13. A comparison with Theorem 6.B reveals a significant difference between the classical and the fractional setting: In the former, smoothness of the given function $f$ implies smoothness of the solution $y$; in the latter this holds only under certain additional conditions. This is not unexpected because of what we found in Example 6.4.

Proof. We introduce the abbreviation $z(t):=f(t, y(t))$ and write out the identity stated in the previous proof for $k=m-1$ :

$$
\begin{aligned}
D^{m-1} y(x) & =D^{m-1} p(x)+J_{0}^{n-m+1} z(x) \\
& =D^{m-1} p(x)+\frac{1}{\Gamma(n-m+1)} \int_{0}^{x}(x-t)^{n-m} z(t) \mathrm{d} t
\end{aligned}
$$

We differentiate once again, recall that $p$ is a polynomial of degree $m-1$ and find

$$
\begin{align*}
D^{m} y(x) & =D^{m} p(x)+\frac{1}{\Gamma(n-m+1)} \frac{\mathrm{d}}{\mathrm{~d} x} \int_{0}^{x}(x-t)^{n-m} z(t) \mathrm{d} t \\
& =\frac{1}{\Gamma(n-m+1)} \frac{\mathrm{d}}{\mathrm{~d} x} \int_{0}^{x} u^{n-m} z(x-u) \mathrm{d} u \\
& =\frac{1}{\Gamma(n-m+1)}\left(x^{n-m} z(0)+\int_{0}^{x} u^{n-m} z^{\prime}(x-u) \mathrm{d} u\right) \\
& =\frac{1}{\Gamma(n-m+1)} x^{n-m} f\left(0, y_{0}^{(0)}\right)+J_{0}^{n-m+1} z^{\prime}(x) . \tag{6.30}
\end{align*}
$$

Since $n>1$ we deduce that $m \geq 2$, and thus Theorem 6.25 asserts that $y \in C^{1}[0, h]$. An explicit calculation gives that

$$
z^{\prime}(t)=\frac{\partial}{\partial t} f(t, y(t))+\frac{\partial}{\partial y} f(t, y(t)) y^{\prime}(t)
$$

Consequently, by our differentiability assumption on $f$, the function $z^{\prime}$ is continuous, and so $J_{0}^{n-m+1} z^{\prime} \in C[0, h]$ too (cf. Theorem 2.5). The fact that $m>n$ then finally yields that the right-hand side of (6.30), and therefore also the left-hand side of this equation, i.e. the function $D^{m} y$, is always continuous on the half-open interval $(0, h]$ whereas it is continuous on the closed interval $[0, h]$ if and only if $f\left(0, y_{0}^{(0)}\right)=0$.

It is possible to generalize this idea and to keep Remarks 6.12 and 6.13 valid:
Theorem 6.27. Assume the hypotheses of Theorem 6.25. Moreover let $k \in \mathbb{N}, n>k$, $n \notin \mathbb{N}$ and $f \in C^{k}(G)$. Let $z(t):=f(t, y(t))$. Then $y \in C^{m+k-1}(0, h]$. Furthermore, $y \in C^{m+k-1}[0, h]$ if and only if $z$ has a $k$-fold zero at the origin.

The proof is based on a repeated differentiation of (6.30); we leave the details as an exercise to the reader.

A common feature of the results above is that they always require a relatively high order $n$ of the differential operator in order to prove that the solution $y$ possesses a large number of derivatives in the half-open interval $(0, h]$ or even in the closed interval $[0, h]$. However, it is also possible to obtain similar results if $n$ is small if we impose stronger smoothness conditions on $f$. This follows from our next statement.
Theorem 6.28. Assume the hypotheses of Theorem 6.25. Moreover let $f \in C^{k}(G)$. Then $y \in C^{k}(0, h] \cap C^{m-1}[0, h]$, and for $\ell=m, m+1, \ldots, k$ we have $y^{(\ell)}(x)=O\left(x^{n-\ell}\right)$ as $x \rightarrow 0$.

This theorem is a special case of [21, Theorem 2.1]. The proof given there is based on methods from the theory of Fredholm integral equations that are beyond the scope of this text. Therefore we do not give any details here and refer the reader to the original paper of Brunner et al. [21] instead.

We must note one specific point here. From our theorems above (and those that will follow in the remainder of this section) the reader may be lead into the belief that a smooth (differentiable or even analytic) function $f$ on the right-hand side of the differential equation will necessarily lead to a non-smooth behaviour of the solution, at least in the neighbourhood of the starting point. Indeed, in the classical literature one often finds statements like "it is easily seen that $y$ cannot be smooth [if $f$ is analytic]" [120, p. 89]. The fact that the analytic function $y(x)=1$ solves the initial value problem $D_{* 0}^{n} y(x)=y(x)-1, y(0)=1$, which has an analytic function $f(x, y)=y-1$ on its right-hand side, gives an easy counterexample to these statements. Fortunately we can give an extension of Theorem 6.27 that fully characterizes the situations where we may have smoothness for the given function $f$ and the solution $y$ simultaneously. We note that the statement below is a special case of a more general result for a larger class of equations [37, Theorem 3.1].

Theorem 6.29. Consider the initial value problem (6.29), and assume that $f$ is analytic on a suitable set $G$. Define $T(x):=\sum_{j=0}^{m-1} y_{0}^{(j)} x^{j} / j!$. Then, $y$ is analytic if and only if $f(x, T(x))=0$ for all $x$.

Remark 6.14. Once again we note that $f$ is the given function from the right-hand side of the differential equation under consideration, and $T$ is also known because it is a polynomial whose coefficients can be computed from the given initial conditions. Thus, in practice it is always possible to check whether the condition $f(x, T(x))=0$ for all $x$ is satisfied or not.

Proof. The direction " $\Leftarrow$ " is a simple consequence of the fact that a solution (and hence, by uniqueness, the solution) of the initial value problem is $y=T$ because $D_{* 0}^{n} y=D_{* 0}^{n} T=0=f(\cdot, T(\cdot))$. In other words, the solution is a classical polynomial and hence analytic.

For the other direction, we assume $y$ to be analytic. Then, since $f$ is analytic, the right-hand side of the differential equation is analytic too. Therefore, since $y$ is assumed to be the solution of the equation, the left-hand side $D_{* 0}^{n} y$ must be analytic as well. But Theorem 3.15 asserts that $y$ and $D_{* 0}^{n} y$ can only be analytic simultaneously if $D_{* 0}^{n} y=0$. This implies that $y$ must be a polynomial of degree $m-1$, and since $y$ satisfies our initial conditions we find that $y=T$. We thus conclude

$$
0=D_{* 0}^{n} y(x)=f(x, y(x))=f(x, T(x))
$$

for all $x$.
The proof of Theorem 6.29 actually gives us some additional information.
Corollary 6.30. Consider the initial value problem (6.29), and assume that $f$ is analytic on a suitable set $G$. If the solution $y$ of this initial value problem is analytic, then

$$
y(x)=\sum_{j=0}^{m-1} \frac{y_{0}^{(j)}}{j!} x^{j}
$$

In other words, the only class of analytic functions that can arise as the solution of a Caputo-type fractional differential equation of order $n$ with an analytic given function on the right-hand side consists of the polynomials of order $m-1$. We can express this fact in a different but also quite instructive manner.

Corollary 6.31. Assume that the solution of the initial value problem (6.29) is analytic, but not a polynomial of degree $m-1$. Then, the function $f$ is not analytic.

It thus turns out that, in general (i.e. if we do not deal with the special case of Theorem 6.29), we must expect some derivative of the solution to have a discontinuity at the origin. The nature of this discontinuity can be analyzed to obtain some quite useful information on the precise behaviour of the solution near the origin. In this context we have the following results that are very similar to those of Lubich [120, §2]. It must be noted however that the original paper of Lubich contains a number of small errors. We shall give the correct formulations here, with the basic elements of the proofs being influenced by ideas of Hennecke [Hennecke, T., 2006, private communication]. As a matter of fact it is possible to show that these results actually hold for a large class of Volterra equations that contains our fractional differential equations as a special case. However we shall not go into details on this aspect here and refer the interested reader to $[37, \S 3]$ instead.

The precise nature of the results that we can present depends on whether or not the order $n$ of the differential equation is rational. We begin by looking at the case of rational values of $n$.

Theorem 6.32. Let $n=p / q$ where $p \geq 1$ and $q \geq 2$ are two relatively prime integers. Consider the initial value problem (6.29) and assume that $f$ can be written in the form $f(x, y)=\bar{f}\left(x^{1 / q}, y\right)$ where $\bar{f}$ is analytic in a neighbourhood of $\left(0, y_{0}^{(0)}\right)$. Then, there exists a uniquely determined analytic function $\bar{y}:(-r, r) \rightarrow \mathbb{R}$ with some $r>0$ such that $y(x)=\bar{y}\left(x^{1 / q}\right)$ for $x \in[0, r)$.

Notice that our basic assumptions assert the existence of a solution on some interval $[0, h)$, whereas Theorem 6.32 gives us a representation valid in $[0, r)$ with some $r$. This parameter $r$ will be the radius of convergence of the power series representation of $\bar{y}$. Our method of proof will allow us to conclude that $r>0$ but it will not tell us anything about the relation between $r$ and $h$. The same observation applies to the theorems and corollaries following below.

Before we come to the proof of Theorem 6.32 we note two immediate consequences of this result.

Corollary 6.33. Let $n=p / q$ where $p \geq 1$ and $q \geq 2$ are two relatively prime integers. Consider the initial value problem (6.29) and assume that $f$ is analytic in a neighbourhood of $\left(0, y_{0}^{(0)}\right)$. Then, there exists a uniquely determined analytic function $\bar{y}:(-r, r) \rightarrow \mathbb{R}$ with some $r>0$ such that $y(x)=\bar{y}\left(x^{1 / q}\right)$ for $x \in[0, r)$.

Proof. Since $f$ itself is analytic, it can be written in the form of a convergent power series

$$
f(x, y)=\sum_{j, k=0}^{\infty} f_{j k} x^{j} y^{k}
$$

It is then evident that the function $\bar{f}$ with

$$
\bar{f}(x, y):=\sum_{j, k=0}^{\infty} f_{j k} x^{q j} y^{k}
$$

is analytic too and satisfies the relation $f(x, y)=\bar{f}\left(x^{1 / q}, y\right)$. Thus, the claim follows directly from Theorem 6.32.

Our second corollary is almost immediately evident:
Corollary 6.34. Under the assumptions of Theorem 6.32 or Corollary 6.33, the solution y of the initial value problem (6.29) can be written in a neighbourhood of the origin in the form of the convergent series

$$
y(x)=\sum_{i=0}^{\infty} \bar{y}_{i} x^{i / q}
$$

with certain coefficients $\bar{y}_{i}$. In addition, $\bar{y}_{i}=0$ if $i<p$ and $i / q \notin \mathbb{N}$.
Proof. The fact that $y$ can be represented in the indicated way is a direct consequence of Theorem 6.32. The fact that $\bar{y}_{i}=0$ if $i<p$ and $i / q \notin \mathbb{N}$ will be shown in the proof of that theorem; see (6.35) below.

Proof (of Theorem 6.32). As noted above, our proof uses methods similar to those used by Lubich [120, §2]. We proceed by constructing a formal solution in the form of a so-called Psi series or Puiseux series [96, Chapter 7]. The structure of this series will match our requirements, i.e. it will be a power series in $x^{1 / q}$. The coefficients of the series are determined recursively in such a way that the series can be seen to be a formal solution of the initial value problem at hand. Finally we will show that this formal series is actually convergent. This part of the proof will be based on a suitable modification of Lindelöf's majorant method (see [95, §2.5] for this method applied to ordinary differential equations of integer order). It then follows that the function defined by this convergent series is a solution of the initial value problem and that it can be represented in the form that we have claimed.

Let us thus consider a function

$$
\begin{equation*}
y(x)=\sum_{i=0}^{\infty} \bar{y}_{i} x^{i / q} \tag{6.31}
\end{equation*}
$$

where $y(0)=y_{0}^{(0)}$. We need to show that we can choose the coefficients $\bar{y}_{i}$ such that the series converges and that the function represented by the series solves our initial value problem.

Substituting (6.31) into (6.2) (that we know to be equivalent to the initial value problem) and using the series expansion of $\bar{f}$ around the point $\left(0, y_{0}^{(0)}\right)$, viz.

$$
\begin{aligned}
f(x, y(x))=\bar{f}\left(x^{1 / q}, y(x)\right) & =\sum_{\rho, \sigma=0}^{\infty} f_{\rho \sigma} x^{\rho / q}\left(y-y_{0}^{(0)}\right)^{\sigma} \\
& =\sum_{\rho, \sigma=0}^{\infty} f_{\rho \sigma} x^{\rho / q}\left(\sum_{i=1}^{\infty} \bar{y}_{i} x^{i / q}\right)^{\sigma}
\end{aligned}
$$

we find

$$
\begin{equation*}
\sum_{i=0}^{\infty} \bar{y}_{i} x^{i / q}=\sum_{k=0}^{m-1} \frac{x^{k}}{k!} y_{0}^{(k)}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \sum_{\rho, \sigma=0}^{\infty} f_{\rho \sigma t^{\rho / q}}\left[\sum_{i=1}^{\infty} \bar{y}_{i} t^{i / q}\right]^{\sigma} \mathrm{d} t . \tag{6.32}
\end{equation*}
$$

We rearrange the term in brackets as

$$
\begin{equation*}
\left[\sum_{i=1}^{\infty} \bar{y}_{i} t^{i / q}\right]^{\sigma}=\sum_{j=0}^{\infty}\left(\sum_{i_{1}+\ldots+i_{\sigma}=j} \bar{y}_{i_{1}} \cdot \ldots \cdot \bar{y}_{i_{\sigma}}\right) t^{j / q} . \tag{6.33}
\end{equation*}
$$

As $i \geq 1$, the case $j=0$ in the first sum on the right hand side only occurs for $\sigma=0$. In this case we set the coefficient to the correct value 1 , in accordance with the usual convention for empty products. In all other cases the second sum on the right hand extends over all products $\bar{y}_{i_{1}} \cdot \ldots \cdot \bar{y}_{i_{\sigma}}$ with $\sigma$ factors, where the sum of the indices $i_{\kappa}$ equals $j$, because exactly these terms contribute to the coefficient of $t^{j / q}$ in the rearranged series. The indices are labelled, so no multinomials arise, but formally different products can be equal. This rearrangement is allowed if we can prove the required convergence properties. Assuming uniform convergence, we can also exchange the order of summation and integration and integrate term by term. If we do so, we get

$$
\begin{align*}
\sum_{i=0}^{\infty} \bar{y}_{i} x^{i / q}= & \sum_{k=0}^{m-1} \frac{x^{k}}{k!} y_{0}^{(k)} \\
& +\sum_{\rho, \sigma, j=0}^{\infty} f_{\rho \sigma}\left(\frac{\Gamma\left(\frac{\rho+j}{q}+1\right)}{\Gamma\left(\frac{\rho+j+p}{q}+1\right)} \sum_{i_{1}+\ldots+i_{\sigma}=j} \bar{y}_{i_{1}} \cdot \ldots \cdot \bar{y}_{i_{\sigma}}\right) x^{(\rho+j+p) / q} . \tag{6.34}
\end{align*}
$$

We now compare the coefficients of $x^{i / q}$ on both sides of this equation. The result of this comparison depends on $i$. For $i<p$ we obtain

$$
\bar{y}_{i}= \begin{cases}\frac{y_{0}^{(i / q)}}{(i / q)!} & \text { if } i=0, q, 2 q, \ldots,(m-1) q,  \tag{6.35}\\ 0 & \text { else }\end{cases}
$$

whereas for $i \geq p$ we find

$$
\begin{equation*}
\bar{y}_{i}=\sum_{\rho+j+p=i} \sum_{\sigma=0}^{\infty} f_{\rho \sigma}\left(\frac{\Gamma\left(\frac{\rho+j}{q}+1\right)}{\Gamma\left(\frac{\rho+j+p}{q}+1\right)} \sum_{i_{1}+\ldots+i_{\sigma}=j} y_{i_{1}} \cdot \ldots \cdot y_{i_{\sigma}}\right) . \tag{6.36}
\end{equation*}
$$

Thus, the coefficients $\bar{y}_{i}$ are determined uniquely for $0 \leq i<p$ because of (6.35). For $i \geq p$ we see that (6.36) is a recurrence relation: It states that its left-hand side, viz. $\bar{y}_{i}$, only depends on coefficients $\bar{y}_{i_{\ell}}$ where

$$
i_{\ell} \leq i_{1}+\cdots+i_{\sigma}=j=i-p-\rho<i
$$

because $p>0$. In other words, $\bar{y}_{i}$ can be expressed in terms of coefficients with lower indices. This means we have a unique formal solution, and we need to show that the series obtained in this way converges locally absolutely and uniformly.

It remains to prove that this formal generalized power series is absolutely and uniformly convergent in a neighbourhood of the origin. To this end we will use a generalization of Lindelöf's majorant method. The majorant for our formal solution is based on taking absolute values of the coefficients of $f$ and of the initial values. Thus we set

$$
F\left(x^{1 / q}, y(x)\right):=\sum_{\rho, \sigma=0}^{\infty}\left|f_{\rho \sigma}\right| x^{\rho / q}\left(y-\left|y_{0}^{(0)}\right|\right)^{\sigma} .
$$

This series is known to converge because $\bar{f}$ is analytic and hence has an absolutely convergent series expansion. We then look at the Volterra equation

$$
\begin{equation*}
Y(x)=\sum_{k=0}^{m-1} \frac{x^{k}}{k!}\left|y_{0}^{(k)}\right|+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} F(t, Y(t)) \mathrm{d} t \tag{6.37}
\end{equation*}
$$

The formal solution $Y$ of this equation may be computed in exactly the same way as above. It is immediately clear that $Y$ is a majorant for $y$, and that all coefficients of $Y$ are positive. Thus, we now need to prove that the series expansion of $Y(r)$ converges for some $r>0$. The positivity of the coefficients of $Y$ then implies that the series expansion of $Y(x)$ converges uniformly for all $x \in[0, r]$, and the majorant criterion tells us that the expansion of $y(x)$ converges absolutely and uniformly for these $x$ too.

The idea in the convergence proof of Lindelöf is that the finite partial sum

$$
\begin{equation*}
P_{\ell+1}(x)=\sum_{i=0}^{\ell+1} Y_{i} x^{i / q} \tag{6.38}
\end{equation*}
$$

of the formal solution of (6.37) can be bounded in terms of $P_{\ell}, F$ and the initial values. The key observation is the inequality

$$
\begin{equation*}
P_{\ell+1}(x) \leq \sum_{k=0}^{m-1} \frac{x^{k}}{k!}\left|y_{0}^{(k)}\right|+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} F\left(t, P_{\ell}(t)\right) \mathrm{d} t \tag{6.39}
\end{equation*}
$$

that follows from the recursive computation of the coefficients. If we expand the right-hand side in a series as above, the low order terms up to $x^{(\ell+1) / q}$ exactly cancel the left-hand side by construction, while there will in general be additional terms of higher order. These are all nonnegative because all coefficients involved are nonnegative.

Let us choose some $b>0$ and define $C_{1}:=\sum_{k=0}^{m-1} b^{k}\left|y_{0}^{(k)}\right| / k!$. Moreover let $C_{2}:=$ $\max _{(x, w) \in[0, b] \times\left[0,2 C_{1}\right]}|F(x, w)| / \Gamma(n+1)$. Finally, define $r:=\min \left\{b,\left(C_{1} / C_{2}\right)^{1 / n}\right\}$. Our goal is now to prove the inequality

$$
\begin{equation*}
\left|P_{\ell}(x)\right| \leq 2 C_{1} \quad \text { for all } \ell=0,1,2, \ldots \text { and all } x \in[0, r] \tag{6.40}
\end{equation*}
$$

The proof is based on mathematical induction over $\ell$. The induction basis $\ell=0$ is evident since $P_{0}(x)=Y_{0}=\left|y_{0}^{(0)}\right| \leq C_{1}$ by definition of $C_{1}$. For the induction step from $\ell$ to $\ell+1$ we recall that $\left|P_{\ell+1}(x)\right|=P_{\ell+1}(x)$ and write, using (6.39),

$$
\begin{aligned}
\left|P_{\ell+1}(x)\right| & \leq \sum_{k=0}^{m-1} \frac{x^{k}}{k!}\left|y_{0}^{(k)}\right|+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} F\left(t, P_{\ell}(t)\right) \mathrm{d} t \\
& \leq \sum_{k=0}^{m-1} \frac{r^{k}}{k!}\left|y_{0}^{(k)}\right|+\frac{1}{\Gamma(n)} \max _{t \in[0, x]}\left|F\left(t, P_{\ell}(t)\right)\right| \int_{0}^{x}(x-t)^{n-1} \mathrm{~d} t \\
& \leq C_{1}+x^{n} \frac{1}{\Gamma(n+1)} \max _{t \in[0, x]}\left|F\left(t, P_{\ell}(t)\right)\right| \\
& \leq C_{1}+r^{n} \frac{1}{\Gamma(n+1)} \max _{(t, w) \in[0, r] \times\left[0,2 C_{1}\right]}|F(t, w)| \\
& \leq C_{1}+r^{n} C_{2} \leq 2 C_{1} .
\end{aligned}
$$

Thus the sequence of partial sums of the majorant is uniformly bounded on $[0, r]$. In view of the positivity of all its coefficients it is also monotone. Therefore the majorant is absolutely convergent, and since it has the structure of a power series, it is also uniformly convergent on compact subsets of $[0, r)$. Arguing with the usual majorant criterion, we conclude the same properties for the series expansion (6.31) which finally tells us that our above interchange of summation and integration was legal. Thus the proof is complete.

If $n$ is irrational then we find a slightly different result.
Theorem 6.35. Let $n$ be a positive irrational number. Consider the initial value problem (6.29) and assume that $f$ can be written in the form $f(x, y)=\bar{f}\left(x, x^{n}, y\right)$ where $\bar{f}$ is analytic in a neighbourhood of $\left(0,0, y_{0}^{(0)}\right)$. Then, there exists a uniquely determined analytic function $\bar{y}:(-r, r) \times\left(-r^{n}, r^{n}\right) \rightarrow \mathbb{R}$ with some $r>0$ such that $y(x)=\bar{y}\left(x, x^{n}\right)$ for $x \in[0, r)$.

Once again we note two corollaries before coming to the proof of Theorem 6.35.

Corollary 6.36. Let $n$ be a positive irrational number. Consider the initial value problem (6.29) and assume that $f$ is analytic in a neighbourhood of $\left(0, y_{0}^{(0)}\right)$. Then, there exists a uniquely determined analytic function $\bar{y}:(-r, r) \times\left(-r^{n}, r^{n}\right) \rightarrow \mathbb{R}$ with some $r>0$ such that $y(x)=\bar{y}\left(x, x^{n}\right)$ for $x \in[0, r)$.

This result can be deduced from Theorem 6.35 in the same way as Corollary 6.33 has been shown to follow from Theorem 6.32.

The second corollary is an expansion of the solution $y$ that immediately follows from Theorem 6.35.

Corollary 6.37. Under the assumptions of Theorem 6.35, y is of the form

$$
y(x)=\sum_{\mu, v=0}^{\infty} \bar{y}_{\mu v} x^{\mu+n v}
$$

Proof (of Theorem 6.35). As in the proof of Theorem 6.32, the assumptions imply the local existence of a unique continuous solution $y$ of (6.2) where $y(0)=y_{0}^{(0)}$. This time we substitute $\sum_{i=0}^{\infty} \bar{y}_{i_{1} i_{2}} x^{i_{1}+i_{2} n}$ into (6.2), and by computations as in the proof of Theorem 6.32 we obtain relations similar to (6.35) and (6.36) for the coefficients, namely

$$
\begin{equation*}
\bar{y}_{i_{1}, 0}=\frac{y_{0}^{\left(i_{1}\right)}}{\left(i_{1}\right)!} \quad \text { for } 0 \leq i_{1} \leq m-1 \tag{6.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{y}_{i_{1} i_{2}}=\sum_{\substack{m_{1}+j_{1}=i_{1} \\ m_{2}+j_{2}+1=i_{2}}} \gamma_{m_{1} m_{2} j_{1} j_{2}} f_{m_{1} m_{2} \sigma} \sum_{\substack{u_{1}+\ldots+u_{\sigma}=j_{1} \\ v_{1}+\ldots+v_{\sigma}=j_{2}}} \bar{y}_{u_{1} v_{1}} \cdot \ldots \cdot \bar{y}_{u_{\sigma} v_{\sigma}} \tag{6.42}
\end{equation*}
$$

for the remaining cases where the coefficients $\gamma_{m_{1} m_{2} j_{1} j_{2}}$ are given by

$$
\begin{equation*}
\gamma_{m_{1} m_{2} j_{1} j_{2}}=\frac{\Gamma\left(m_{1}+j_{1}+\left(m_{2}+j_{2}\right) n+1\right)}{\Gamma\left(m_{1}+j_{1}+\left(m_{2}+j_{2}+1\right) n+1\right)} . \tag{6.43}
\end{equation*}
$$

The coefficient $\bar{y}_{i_{1} i_{2}}$ is uniquely determined in terms of the coefficients corresponding to smaller exponents. Hence we can arrange the exponents with respect to increasing magnitude and compute each coefficient uniquely from a (sometimes empty) subset of the coefficients of smaller exponents that have been computed beforehand.

The rest of the proof is the analogous to the rational case; we therefore omit the details.

Theorem 6.35 gives us a representation of the solution in terms of an analytic function $\bar{y}$ of two variables, whereas the analytic function of Theorem 6.32 (dealing with rational $n$ ) was a function of just one variable. Simple examples show that we cannot expect the latter to hold in general in the irrational case. We can, however, construct a representation like the one of Theorem 6.35 in the rational case. The
problem here is that this representation is not unique any more because many of the exponents $\mu+n \nu$ appearing in the form of the expansion shown in Corollary 6.37 may be represented as a linear combination of 1 and $n$ in more than one way (for example, if $n=p / q$ in lowest terms, then $\mu+n \nu=(\mu-p)+n(\nu+q)$ ). To illustrate this phenomenon, we look at a simple example.

Example 6.5. Consider the initial value problem

$$
\begin{equation*}
D_{*}^{1 / 2} y(x)=y(x), \quad y(0)=0 \tag{6.44}
\end{equation*}
$$

The unique continuous solution is $y(x) \equiv 0$. Thus, one possible representation for $y$ of the form indicated in Corollary 6.37 is obtained by setting $\bar{y}_{\mu \nu}=0$ for all $\mu$ and $v$. Alternatively we may choose $\bar{y}_{00}=0, \bar{y}_{\mu, 0}=s_{\mu}$ and $\bar{y}_{0,2 \mu}=-s_{\mu}$ for $\mu \geq 1$ where $\left(s_{\mu}\right)_{\mu=1}^{\infty}$ is an arbitrary sequence that decays sufficiently fast. Then we have

$$
\bar{y}\left(x, x^{1 / 2}\right)=\sum_{\mu=0}^{\infty} s_{\mu} x^{\mu}-\sum_{\mu=0}^{\infty} s_{\mu}\left(x^{1 / 2}\right)^{2 \mu}=0
$$

Therefore we can represent the solution in an infinite number of ways. This type of non-uniqueness obviously applies to all equations of the form (6.29) that obey the conditions imposed in Theorem 6.32.

A close inspection of the proofs reveals the possibility to obtain comparable results under the weaker assumption that $f$ only is a $C^{k}$ function for some $k \in \mathbb{N}$. Specifically, in the rational case we have:

Theorem 6.38. Let $n=p / q$ where $p \geq 1$ and $q \geq 2$ are two relatively prime integers. Consider the initial value problem (6.29) and assume that $f$ can be written in the form $f(x, y)=\bar{f}\left(x^{1 / q}, y\right)$ where $\bar{f} \in C^{j}\left(\left[0, h^{*}\right] \times\left[y_{0}^{(0)}-K, y_{0}^{(0)}+K\right]\right)$ with some $K>0, h^{*}>0$ and $j \in \mathbb{N}$. Then, the solution $y$ of (6.29) has an asymptotic expansion in powers of $x^{1 / q}$ as $x \rightarrow 0$. In particular, the smallest noninteger exponent in this expansion is $n$.

If $n$ is irrational then we can prove the following statement.
Theorem 6.39. Let $n$ be a positive irrational number. Consider the initial value problem (6.29) and assume that $f$ can be written in the form $f(x, y)=\bar{f}\left(x, x^{n}, y\right)$ where $\bar{f} \in C^{j}\left(\left[0, h^{*}\right] \times\left[0,\left(h^{*}\right)^{n}\right] \times\left[y_{0}^{(0)}-K, y_{0}^{(0)}+K\right]\right)$ with some $K>0, h^{*}>0$ and $j \in \mathbb{N}$. Then, the solution $y$ of (6.29) has an asymptotic expansion in mixed powers of $x$ and $x^{n}$ as $x \rightarrow 0$.

Proof (of Theorems 6.38 and 6.39). The proof is based on a combination of the proofs of Theorems 6.32 and 6.35, respectively, and ideas of Lubich [120, Corollary 3]. In particular, instead of building up an infinite series expansion for $\bar{y}$ as in (6.31) or its counterpart in the irrational case, we only construct a truncated power series $\bar{y}_{N}(x)$, say, plus the remainder term $R(x)$, where the degree $N$ of the truncated series is to be computed later. In a similar way we expand the function $\bar{f}$ according to

Taylor's theorem in the form of a polynomial in $x^{1 / q}$ and $y$ around the point $\left(0, y_{0}^{(0)}\right)$ (in the rational case) or in $x, x^{n}$ and $y$ around $\left(0,0, y_{0}^{(0)}\right)$ (in the irrational case), plus the corresponding remainder term. We can then proceed as above and come up with a relation similar to (6.34), only that the infinite series are now truncated and that the remainder terms come into the equation. Thus we can find the direct definition for the first coefficients of the truncated expansion as in (6.35) and the recurrence relation for the following coefficients as in (6.36) where the latter now does not hold for all $i>p$ any more but only up to the point that the truncation of the expansion for $\bar{f}$ permits. This determines the value $N$ where our truncated series $\bar{y}_{N}$ ends. It is then evident that $\bar{y}_{N}(x)$ has an asymptotic expansion of the required form, and a straightforward estimation of the remainder term $R(x)$ based on the generalization of (6.34) shows that the remainder only contains higher order terms that do not destroy the asymptotics of $\bar{y}=\bar{y}_{N}+R$.

The theorems above have given us a large amount of information about the smoothness properties of the solutions of fractional differential equations, and in particular about the exact behaviour of the solution as $x \rightarrow 0$, most notably the formal asymptotic expansion. In a concrete application however it may be possible to say even more. An aspect of special significance, for example in view of the development of numerical methods, is the question for the precise values of the constants in this expansion, and most importantly the question whether certain coefficients vanish. A suitable generalization of the Taylor expansion technique for ordinary differential equations described in [88, Chapter I.8] could be useful in this context. Precise results in this connection seem to be unknown at the moment though.

### 6.5 Boundary Value Problems

In this final section of this chapter we move away from the initial value problems discussed so far and turn our attention towards boundary value problems. Many different types of boundary conditions are conceivable; we restrict ourselves to those types that appear to be most significant. For further reading, in particular with respect to other classes of problems, we refer to the survey of Agarwal et al. [4].

As always in this chapter, the differential equation under consideration is

$$
\begin{equation*}
D_{* 0}^{n} y(x)=f(x, y(x)), \quad x \in[0, T], \tag{6.45}
\end{equation*}
$$

with some $n>0$.
We know from the theory of initial value problems that the number of conditions that we must impose in order to obtain reasonable existence and uniqueness results is $\lceil n\rceil$. Thus, we first look at the case $0<n<1$ where it is appropriate to impose exactly one boundary condition. The most natural form for such a condition is

$$
\begin{equation*}
a y(0)+b y(T)=c \tag{6.46}
\end{equation*}
$$

with certain constants $a, b, c \in \mathbb{R}$. In this case we can reformulate the boundary value problem as a Fredholm integral equation in the following way.

Lemma 6.40. Let $0<n<1, a, b, c \in \mathbb{R}$ and $a+b \neq 0$. Moreover assume that $f$ : $[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. Then, the function $y \in C[0, T]$ is a solution of the boundary value problem (6.45), (6.46) if and only if it is a solution of the integral equation

$$
\begin{align*}
y(x)= & \frac{c}{a+b}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \\
& -\frac{1}{\Gamma(n)} \frac{b}{a+b} \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.47}
\end{align*}
$$

Two special cases of this result need to be mentioned: If $b=0$ then (6.46) reduces to an initial condition, and thus we recover Lemma 6.2. And if $a=0$ then (6.46) becomes a terminal condition and we are in the situation of Theorem 6.18.

Proof. Equation (6.47) implies

$$
y(0)=\frac{c}{a+b}-\frac{1}{\Gamma(n)} \frac{b}{a+b} \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

and

$$
y(T)=\frac{c}{a+b}+\frac{1}{\Gamma(n)} \frac{a}{a+b} \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

from which (6.46) follows. Moreover, an application of the differential operator $D_{* 0}^{n}$ to both sides of (6.47) yields (6.45). Thus, $y$ solves the boundary value problem if it solves the integral equation.

On the other hand, if $y$ solves the differential equation (6.45) then we know from Lemma 6.2 that it also satisfies the Volterra equation

$$
\begin{equation*}
y(x)=y(0)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.48}
\end{equation*}
$$

with some (presently unknown) quantity $y(0)$. Taken at $x=T$ this reads

$$
y(T)=y(0)+\frac{1}{\Gamma(n)} \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

We can plug this into the boundary condition (6.46) and derive

$$
\begin{equation*}
(a+b) y(0)+\frac{1}{\Gamma(n)} b \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t=c \tag{6.49}
\end{equation*}
$$

Now we solve (6.48) for $y(0)$ and insert the result into (6.49) which yields

$$
(a+b) y(x)-\frac{a+b}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t+\frac{b}{\Gamma(n)} \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t=c
$$

which is equivalent to the Fredholm integral equation (6.47).
Remark 6.15. In the case $a+b=0$ we can only obtain the weaker result that any solution of the boundary value problem (6.45), (6.46) satisfies the integral equation

$$
c=\frac{1}{\Gamma(n)} b \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

This follows by proceeding as in the second part of the proof of Lemma 6.40 up to (6.49) which is just what we have claimed. However, we cannot deduce that any solution of this integral equation solves the initial value problem.

The substantial difference between (6.47) and the integral equation of Remark 6.15 is that the former is an integral equation of the second kind whereas the latter is an equation of the first kind. It is well known that Fredholm equations of the second kind are much more well behaved than those of the first kind with respect to questions of existence and uniqueness of solutions and the continuity of the solutions with respect to the given data [109].

Lemma 6.40 immediately allows us to deduce a simple existence and uniqueness theorem (see also [16]).

Theorem 6.41. Assume the hypotheses of Lemma 6.40. If additionally $f$ satisfies a Lipschitz condition with Lipschitz constant $L$ with respect to its second variable, and if

$$
\begin{equation*}
L T^{n}\left(1+\frac{|b|}{|a+b|}\right)<\Gamma(n+1) \tag{6.50}
\end{equation*}
$$

then the boundary value problem (6.45), (6.46) has a unique solution $y \in C[0, T]$.
Proof. From Lemma 6.40 we can see that we need to prove that the operator $A$, defined by

$$
\begin{aligned}
A y(x):= & \frac{c}{a+b}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \\
& -\frac{1}{\Gamma(n)} \frac{b}{a+b} \int_{0}^{T}(T-t)^{n-1} f(t, y(t)) \mathrm{d} t .
\end{aligned}
$$

has a unique fixed point. It is clear that the operator maps $C[0, T]$ into itself and that

$$
\begin{aligned}
|A y(x)-A \tilde{y}(x)| \leq & \frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}|f(t, y(t))-f(t, \tilde{y}(t))| \mathrm{d} t \\
& +\frac{1}{\Gamma(n)} \frac{|b|}{|a+b|} \int_{0}^{T}(T-t)^{n-1}|f(t, y(t))-f(t, \tilde{y}(t))| \mathrm{d} t
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{L}{\Gamma(n)}\|y-\tilde{y}\|_{\infty}\left(\int_{0}^{x}(x-t)^{n-1} \mathrm{~d} t+\frac{|b|}{|a+b|} \int_{0}^{T}(T-t)^{n-1} \mathrm{~d} t\right) \\
& \leq \frac{L}{\Gamma(n+1)} T^{n}\left(1+\frac{|b|}{|a+b|}\right)\|y-\tilde{y}\|_{\infty}
\end{aligned}
$$

which implies, under our assumption, that $A$ is a contraction. Thus, by Banach's fixed point theorem, we obtain that $A$ indeed has a unique fixed point.

Under slightly different conditions we can also derive an existence theorem.
Theorem 6.42. Assume the hypotheses of Lemma 6.40. If additionally $f$ is uniformly bounded by an absolute constant then the boundary value problem (6.45), (6.46) has a solution $y \in C[0, T]$.

Proof. We use the same operator $A$ as in the previous proof. Our goal is now to show that it has at least one fixed point. To this end we want to invoke Schauder's fixed point theorem. Thus all we need to show is that $X:=\{A y: y \in C[0, T]\}$ is a relatively compact set. A necessary and sufficient condition for this to hold is contained in the Arzelà-Ascoli Theorem: We need to show that $X$ is uniformly bounded and equicontinuous. But the uniform boundedness of $X$ is a trivial consequence of the definition of $A$ and the boundedness of $f$, and the equicontinuity can be shown just as in the proof of Theorem 6.1.

In the theory of differential equations of integer order, the most important class of boundary value problems is the one with second order differential equations, i.e. equations where one imposes two boundary conditions and not just one as we have done so far. Transferred to Caputo-type fractional differential equations, this corresponds to equations of order $n \in(1,2)$. Thus we shall now take a look at this type of equations. Once again we begin by converting the given boundary value problem into an equivalent Fredholm equation. We shall impose two boundary conditions similar to those of (6.46); however, in line with classical theory, we now allow first derivatives of the solution at the end points 0 and $T$ to appear in addition to the function values themselves. Thus, our boundary value problem now has the form

$$
\begin{align*}
D_{* 0}^{n} y(x) & =f(x, y(x)),  \tag{6.51a}\\
a_{j 0} y(0)+a_{j 1} y^{\prime}(0)+b_{j 0} y(T)+b_{j 1} y^{\prime}(T) & =c_{j} \quad(j=1,2), \tag{6.51b}
\end{align*}
$$

with some $n \in(1,2)$. The equivalence result then reads as follows.
Lemma 6.43. Let $1<n<2, a_{j k}, b_{j k}, c_{k} \in \mathbb{R}(j=1,2, k=0,1)$ and assume that $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous. If the matrix

$$
M:=\left(\begin{array}{ll}
a_{10}+b_{10} & a_{11}+T b_{10}+b_{11} \\
a_{20}+b_{20} & a_{21}+T b_{20}+b_{21}
\end{array}\right)
$$

is regular, then we have that $y \in C^{1}[0, T]$ is a solution of the boundary value problem (6.51) if and only if it is a solution of the Fredholm integral equation

$$
\begin{equation*}
y(x)=\alpha_{1}+\alpha_{2} x+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{6.52}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}$ are determined by the linear system

$$
\begin{equation*}
M\binom{\alpha_{1}}{\alpha_{2}}=\binom{c_{1}-\int_{0}^{T}\left[b_{10} \frac{(T-t)^{n-1}}{\Gamma(n)}+b_{11} \frac{(T-t)^{n-2}}{\Gamma(n-1)}\right] f(t, y(t)) \mathrm{d} t}{c_{2}-\int_{0}^{T}\left[b_{20} \frac{(T-t)^{n-1}}{\Gamma(n)}+b_{21} \frac{(T-t)^{n-2}}{\Gamma(n-1)}\right] f(t, y(t)) \mathrm{d} t} \tag{6.53}
\end{equation*}
$$

At first sight (6.52) looks like a Volterra equation. However, this is not the case as is evident from the definition of the quantities $\alpha_{1}$ and $\alpha_{2}$ : The Fredholm operators on the right-hand side of (6.53) enter (6.52) in this way.

Proof. The proof is very similar to the proof of Lemma 6.40. We apply Lemma 6.2 to find the equivalence of the differential equation with the integral equation (6.52) with certain constants $\alpha_{1}$ and $\alpha_{2}$. The differentiability of the solution follows from Theorem 6.25. The two boundary conditions provide two linear equations that allow to determine the constants $\alpha_{1}$ and $\alpha_{2}$; the resulting equation system is just (6.53). We leave the details to the reader.

Based on this result we can now formulate analoga of Theorems 6.41 and 6.42. We begin with the latter.

Theorem 6.44. Assume the hypotheses of Lemma 6.43. Moreover let f be uniformly bounded by an absolute constant. Then, the boundary value problem (6.51) has a solution $y \in C^{1}[0, T]$.

Proof. We proceed much as in the proof of Theorem 6.42: We use Lemma 6.43 to rewrite the boundary value problem in the form of the integral equation (6.52), note that the existence of a solution to this equation can be interpreted as the existence of a fixed point of a properly chosen operator $A$ with $A y(x)$ being defined as the right-hand side of (6.52), and use the boundedness of $f$ to deduce the existence of such a fixed point via Schauder's theorem.

Finally, the uniqueness theorem reads as follows.
Theorem 6.45. Assume the hypotheses of Lemma 6.43. Moreover let $f$ satisfy a Lipschitz condition with respect to the second variable with a sufficiently small Lipschitz constant. Then, the boundary value problem (6.51) has a unique solution $y \in C^{1}[0, T]$.

Remark 6.16. In the case of boundary value problems of order $n \in(0,1)$, we also have existence and uniqueness only if the Lipschitz constant of $f$ is sufficiently small. It is evident from (6.50) that the maximal allowed value $L$ of the Lipschitz constant in this connection depends on the parameters of the boundary condition, i.e. on the values $a, b$ and $T$. Similarly, in the case $1<n<2$ under consideration now, the allowed value of the Lipschitz constant will depend on $a_{j k}, b_{j k}$ and $T$.

Proof. The proof goes along the same lines as the proof of Theorem 6.41. We omit the details.

We conclude the treatment of boundary value problems for Caputo differential equations at this point and only note, for further reference, that other types of boundary conditions are occasionally used as well; see, e.g., the discussion in [4]. Moreover, in principle, boundary value problems of higher order can be treated in an analogous manner. However, in view of their minor significance in practice, we shall not discuss this topic here explicitly.

## Exercises

Exercise 6.1. Fill in the details of the first part of the proof of Lemma 6.2.
Exercise 6.2. Give explicit proofs for Corollaries 6.6 and 6.7.
Exercise 6.3. Show that, as claimed in the proof of Lemma 6.19, the function $\Phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ defined by $\Phi(x):=\left(\varepsilon_{1}+\varepsilon_{3}\right) E_{n}\left(\varepsilon_{2} x^{n}\right)$, is the solution of the integral equation

$$
\Phi(x)=\varepsilon_{1}+\varepsilon_{3}+\frac{\varepsilon_{2}}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \Phi(t) \mathrm{d} t
$$

Exercise 6.4. Consider the fractional differential equation

$$
D_{* 0}^{1 / 3} y(x)=x^{2}+x y(x)
$$

with initial condition $y(0)=-1$. For this initial value problem, construct the operator $A$ from the proof of Theorem 6.5 and determine the first five elements of the corresponding Picard iteration sequence.

Exercise 6.5. Consider the fractional differential equation

$$
D_{* 0}^{3 / 2} y(x)=x+(x y(x))^{2}
$$

with initial conditions $y(0)=3$ and $y^{\prime}(0)=1$. For this initial value problem, construct the operator $A$ from the proof of Theorem 6.5 and determine the first three elements of the corresponding Picard iteration sequence.

Exercise 6.6. Give a proof for Theorem 6.27.
Exercise 6.7. Fill in the details of the proof of Lemma 6.43.
Exercise 6.8. Provide the details of the proof of Theorem 6.45.
Exercise 6.9. Compute the maximal allowed value of the Lipschitz constant of $f$ mentioned in Remark 6.16.

# Chapter 7 <br> Single-Term Caputo Fractional Differential Equations: Advanced Results for Special Cases 


#### Abstract

With the fundamentals of a theory for fractional differential equations with Caputo derivatives being in place now, we next attempt to give some additional information on certain particularly important special cases of equations. Specifically this includes a more precise analysis of the properties of solutions to linear equations in Sects. 7.1 (where we will look at initial value problems) and 7.2 (which is focused on boundary value problems), the investigation of the long-term behaviour of solutions defined on sufficiently large (and, in particular, unbounded) intervals in Sect. 7.3, and a brief look in Sect. 7.4 at how singular equations can lead to solutions with properties that differ substantially from those that we have seen for regular problems in Chap. 6.


### 7.1 Initial Value Problems for Linear Equations

In the first two sections of this chapter we restrict our attention to a special class of equations that nevertheless is very important in many applications: linear fractional differential equations. It is a common observation in many areas of mathematics that the linearity assumption allows to derive more precise statements. The same holds true for fractional differential equations. In particular, explicit expressions for the solutions of such equations can often be obtained. We have already found a special case of this situation in Theorem 6.11. In general it turns out that the Laplace transform is an extremely useful tool for the analysis of linear fractional differential equations; we shall use it here too. The fundamental definitions and properties of this transform are repeated in Appendix D.3. We begin the investigations in this section by providing generalizations of the integration theorem and the differentiation theorem for Laplace transforms (parts (c) and (d) of Theorem D.11) to Riemann-Liouville fractional integrals and Caputo fractional derivatives. It is rather obvious that for $n \in \mathbb{N}$ we recover the classical statements. Here and throughout the rest of the text we denote the Laplace transform operator by $\mathscr{L}$.

Theorem 7.1. Assume that $f:[0, \infty) \rightarrow \mathbb{R}$ is such that $\mathscr{L} f$ exists on $\left[s_{0}, \infty\right)$ with some $s_{0} \in \mathbb{R}$. Let $n>0$ and $m:=\lceil n\rceil$. Then, for $s>\max \left\{0, s_{0}\right\}$ we have

$$
\mathscr{L} J_{0}^{n} f(s)=\frac{1}{s^{n}} \mathscr{L} f(s)
$$

and

$$
\mathscr{L} D_{* 0}^{n} f(s)=s^{n} \mathscr{L} f(s)-\sum_{k=1}^{m} s^{n-k} f^{(k-1)}(0)
$$

Proof. Let $g(x)=x^{n-1} / \Gamma(n)$. Then, by Example D. 1 (b) and the linearity of the Laplace transform, $\mathscr{L} g(s)=1 / s^{n}$ for $s>0$. Moreover, by definition of the Riemann-Liouville integral operator, $J_{0}^{n} f$ is the convolution of $f$ and $g$, and therefore the convolution theorem (Theorem D. 11 (b)) implies that

$$
\mathscr{L} J_{0}^{n} f(s)=\mathscr{L} g(s) \cdot \mathscr{L} f(s)=\frac{1}{s^{n}} \mathscr{L} f(s)
$$

for $s>\max \left\{0, s_{0}\right\}$.
Furthermore, we recall that $D_{* 0}^{n} f=J_{0}^{m-n} D^{m} f$, and thus - in view of what we have just shown and the differentiation theorem -

$$
\begin{aligned}
\mathscr{L} D_{* 0}^{n} f(s) & =\mathscr{L} J_{0}^{m-n} D^{m} f(s)=\frac{1}{s^{m-n}} \mathscr{L} D^{m} f(s) \\
& =s^{n-m}\left(s^{m} \mathscr{L} f(s)-\sum_{k=1}^{m} s^{m-k} f^{(k-1)}(0)\right) \\
& =s^{n} \mathscr{L} f(s)-\sum_{k=1}^{m} s^{n-k} f^{(k-1)}(0)
\end{aligned}
$$

Using these results we are in a position to solve another example equation that is slightly more advanced than the equations considered in Theorem 6.11.

Example 7.1. We are looking for the solution of the initial value problem

$$
D_{* 0}^{n} y(x)=-y(x)-q(x), \quad y(0)=2
$$

with some $n \in(0,1)$ and some function $q$.
The approach is based on the Laplace transform method. Applying the Laplace transform to the initial value problem, we derive

$$
s^{n} \mathscr{L} y(s)-2 s^{n-1}=-\mathscr{L} y(s)-\mathscr{L} q(s)
$$

in view of Theorem 7.1 and Example D.1. We solve this equation for $\mathscr{L} y(s)$ and obtain

$$
\mathscr{L} y(s)=\frac{2 s^{n-1}}{s^{n}+1}-\frac{\mathscr{L} q(s)}{s^{n}+1}
$$

Now we need to find the inverse Laplace transforms of the functions on the right-hand side. From Theorem 4.5 we know that

$$
z(x)=E_{n}\left(-x^{n}\right) \Rightarrow \mathscr{L}_{z}(s)=\frac{s^{n-1}}{s^{n}+1}
$$

Moreover, we have for this function $z$ that

$$
\mathscr{L} z^{\prime}(s)=s \mathscr{L} z(s)-z(0)=\frac{s^{n}}{s^{n}+1}-1=-\frac{1}{s^{n}+1} .
$$

by the differentiation theorem for the Laplace transform. Combining this with the convolution theorem for the Laplace transform, we find

$$
y(x)=2 E_{n}\left(-x^{n}\right)+\int_{0}^{x} q(x-t) \frac{\mathrm{d}}{\mathrm{~d} t} E_{n}\left(-t^{n}\right) \mathrm{d} t .
$$

We can actually generalize the observations of this example and develop an explicit formula for the solution of a simple class of equations, the linear equations with constant coefficients. We shall once again discover the significance of the Mittag-Leffler functions $E_{n}$ and $E_{n_{1}, n_{2}}$.

Theorem 7.2. Let $n>0, m=\lceil n\rceil$ and $\lambda \in \mathbb{R}$. The solution of the initial value problem

$$
\begin{equation*}
D_{* 0}^{n} y(x)=\lambda y(x)+q(x), \quad y^{(k)}(0)=y_{0}^{(k)} \quad(k=0,1, \ldots, m-1), \tag{7.1}
\end{equation*}
$$

where $q \in C[0, h]$ is a given function, can be expressed in the form

$$
\begin{equation*}
y(x)=\sum_{k=0}^{m-1} y_{0}^{(k)} u_{k}(x)+\tilde{y}(x) \tag{7.2a}
\end{equation*}
$$

with

$$
\tilde{y}(x)= \begin{cases}J_{0}^{n} q(x) & \text { if } \lambda=0  \tag{7.2b}\\ \frac{1}{\lambda} \int_{0}^{x} q(x-t) u_{0}^{\prime}(t) \mathrm{d} t & \text { if } \lambda \neq 0\end{cases}
$$

where $u_{k}(x):=J_{0}^{k} e_{n}(x), k=0,1, \ldots, m-1$, and $e_{n}(x):=E_{n}\left(\lambda x^{n}\right)$.
Remark 7.1. In the case $0<n<1$ we may use the above mentioned definitions of $u_{0}$ and $e_{n}$ to rewrite the representation (7.2) of the solution of the initial value problem in the form

$$
\begin{equation*}
y(x)=y_{0}^{(0)} E_{n}\left(\lambda x^{n}\right)+n \int_{0}^{x} q(x-t) t^{n-1} E_{n}^{\prime}\left(\lambda t^{n}\right) \mathrm{d} t \tag{7.3}
\end{equation*}
$$

which holds both for $\lambda=0$ and $\lambda \neq 0$. Using the power series expansion of the Mittag-Leffler functions one can easily see that this is equivalent to

$$
y(x)=y_{0}^{(0)} E_{n}\left(\lambda x^{n}\right)+\int_{0}^{x} q(x-t) t^{n-1} E_{n, n}\left(\lambda t^{n}\right) \mathrm{d} t .
$$

Alternatively we may rewrite (7.3) as

$$
\begin{equation*}
y(x)=y_{0}^{(0)} E_{n}\left(\lambda x^{n}\right)+n \int_{0}^{x}(x-t)^{n-1} E_{n}^{\prime}\left(\lambda(x-t)^{n}\right) q(t) \mathrm{d} t . \tag{7.4}
\end{equation*}
$$

In the limit case $n \rightarrow 1$ - this reduces to the well known formula

$$
y(x)=y_{0}^{(0)} \mathrm{e}^{\lambda x}+\int_{0}^{x} \mathrm{e}^{\lambda(x-t)} q(t) \mathrm{d} t
$$

that is usually derived by the variation-of-constants method. For future reference we note that (7.4) remains valid in a vector-valued setting, i.e. if $y$ and $q$ are functions mapping to $\mathbb{R}^{N}$ for some $N, y_{0}^{(0)} \in \mathbb{R}^{N}$, and $\lambda$ is an $N \times N$ matrix. More information about such multi-dimensional problems will be given at the end of this section.

Proof (of Theorem 7.2). In the case $\lambda=0$ we have that $e_{n}(x)=E_{n}(0)=1$ and therefore $u_{k}(x)=x^{k} / k!$ for every $k$. Thus the claim can be verified by a direct application of the relevant differential operators to the given representation of $y$.

For $\lambda \neq 0$ we will prove the following facts:
(a) The functions $u_{k}$ satisfy the homogeneous differential equation $D_{* 0}^{n} u_{k}=\lambda u_{k}$ $(k=0,1, \ldots, m-1)$, and they fulfil the initial conditions $u_{k}^{(j)}(0)=\delta_{k j}$ (Kronecker's delta) for $j, k=0,1, \ldots, m-1$
(b) The function $\tilde{y}$ is a solution of the inhomogeneous differential equation with homogeneous initial conditions

Then, the superposition principle gives the claim.
Concerning (a), we know that

$$
e_{n}(x)=\sum_{j=0}^{\infty} \frac{\lambda^{j} x^{n j}}{\Gamma(1+j n)}
$$

Thus,

$$
u_{k}(x)=J_{0}^{k} e_{n}(x)=\sum_{j=0}^{\infty} \frac{\lambda^{j} x^{n j+k}}{\Gamma(1+j n+k)}
$$

Using this representation, we can see that $u_{k}$ solves the homogeneous differential equation (cf. the proof of Theorem 4.3). Moreover we see that $u_{k}^{(k)}(0)=$ $D^{k} J_{0}^{k} e_{n}(0)=e_{n}(0)=1$. For $j<k$ we have $u_{k}^{(j)}(0)=D^{j} J_{0}^{k} e_{n}(0)=J_{0}^{k-j} e_{n}(0)=0$ because of the continuity of $e_{n}$, and for $j>k$ we find

$$
u_{k}^{(j)}(0)=D^{j} J_{0}^{k} e_{n}(0)=D^{j-k} e_{n}(0)=0
$$

because

$$
e_{n}(x)=1+\frac{\lambda x^{n}}{\Gamma(1+n)}+\frac{\lambda^{2} x^{2 n}}{\Gamma(1+2 n)}+\ldots
$$

which implies

$$
D^{j-k} e_{n}(x)=\frac{\lambda x^{n+k-j}}{\Gamma(1+n+k-j)}+\frac{\lambda^{2} x^{2 n+k-j}}{\Gamma(1+2 n+k-j)}+\ldots \rightarrow 0
$$

for $x \rightarrow 0$ (recall that $1 \leq j-k \leq m-1<n$ ). This completes the proof of (a).
Concerning statement (b), we have

$$
\begin{aligned}
\tilde{y}(x) & =\frac{1}{\lambda} \int_{0}^{x} q(x-t) u_{0}^{\prime}(t) \mathrm{d} t=\frac{1}{\lambda} \int_{0}^{x} q(x-t) e_{n}^{\prime}(t) \mathrm{d} t \\
& =\frac{1}{\lambda} \int_{0}^{x} q(t) e_{n}^{\prime}(x-t) \mathrm{d} t
\end{aligned}
$$

The first factor in the integral is continuous by assumption and the second factor is (at least improperly) integrable. Thus the integral exists everywhere and is a continuous function of $x$, and $\tilde{y}(0)=0$. Moreover, for $n>1$ (i.e. $m \geq 2$ ) we have, by the standard rules for the differentiation of parameter integrals with respect to the parameter,

$$
D \tilde{y}(x)=\frac{1}{\lambda} \int_{0}^{x} q(t) e_{n}^{\prime \prime}(x-t) \mathrm{d} t+\frac{1}{\lambda} q(x) \underbrace{e_{n}^{\prime}(0)}_{=0} .
$$

By the same argument as above (continuity of $q$ and at worst weak singularity of $e_{n}^{\prime \prime}$ ) we see that $\tilde{y}^{\prime}(0)=0$. Proceeding in this manner, we find that

$$
D^{k} \tilde{y}(x)=\frac{1}{\lambda} \int_{0}^{x} q(t) e_{n}^{(k+1)}(x-t) \mathrm{d} t
$$

for $k=0,1, \ldots, m-1$, and in all these cases the argumentation gives $D^{k} \tilde{y}(0)=0$. Thus $\tilde{y}$ satisfies the required homogeneous initial conditions, and it remains to prove that it solves the inhomogeneous differential equation. To this end we write

$$
\begin{aligned}
e_{n}^{\prime}(u) & =\frac{\mathrm{d}}{\mathrm{~d} u} e_{n}(u)=\frac{\mathrm{d}}{\mathrm{~d} u} E_{n}\left(\lambda u^{n}\right)=\lambda n u^{n-1} E_{n}^{\prime}\left(\lambda u^{n}\right) \\
& =\lambda n u^{n-1} \sum_{j=1}^{\infty} \frac{j\left(\lambda u^{n}\right)^{j-1}}{\Gamma(1+j n)}=\lambda u^{n-1} \sum_{j=1}^{\infty} \frac{\left(\lambda u^{n}\right)^{j-1}}{\Gamma(j n)}=\sum_{j=1}^{\infty} \frac{\lambda^{j} u^{n j-1}}{\Gamma(j n)}
\end{aligned}
$$

and thus

$$
\begin{aligned}
\tilde{y}(x) & =\frac{1}{\lambda} \int_{0}^{x} q(t) e_{n}^{\prime}(x-t) \mathrm{d} t=\frac{1}{\lambda} \int_{0}^{x} q(t) \sum_{j=1}^{\infty} \frac{\lambda^{j}(x-t)^{j n-1}}{\Gamma(j n)} \mathrm{d} t \\
& =\sum_{j=1}^{\infty} \lambda^{j-1} \frac{1}{\Gamma(j n)} \int_{0}^{x} q(t)(x-t)^{j n-1} \mathrm{~d} t=\sum_{j=1}^{\infty} \lambda^{j-1} J_{0}^{j n} q(x) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
D_{* 0}^{n} \tilde{y}(x) & =\sum_{j=1}^{\infty} \lambda^{j-1} D_{* 0}^{n} J_{0}^{j n} q(x)=\sum_{j=1}^{\infty} \lambda^{j-1} J_{0}^{(j-1) n} q(x) \\
& =\sum_{j=0}^{\infty} \lambda^{j} J_{0}^{j n} q(x)=q(x)+\sum_{j=1}^{\infty} \lambda^{j} J_{0}^{j n} q(x)=q(x)+\lambda \tilde{y}(x) .
\end{aligned}
$$

The interchange of summation and integration or, respectively, summation and differentiation is possible here in view of the convergence properties of the series expansion for $e_{n}^{\prime}$ and the continuity of $q$.

In practice two special cases of linear fractional differential equations are of particular importance because they can be interpreted as fractional generalizations of two fundamental integer-order differential equations of physics. These two classical equations are the relaxation equation

$$
\begin{equation*}
D y(x)=-\mu y(x)+q(x), \quad y(0)=y_{0}, \tag{7.5}
\end{equation*}
$$

and the oscillation equation

$$
\begin{equation*}
D^{2} y(x)=-\mu y(x)+q(x), \quad y(0)=y_{0}^{(0)}, \quad D y(0)=y_{0}^{(1)} \tag{7.6}
\end{equation*}
$$

where in both cases we assume $\mu>0$ for physical reasons.
We begin our considerations that will lead to the desired fractional generalization with the classical relaxation equation (7.5). As is well known, its solution is

$$
y(x)=\mathrm{e}^{-\mu x}\left(y_{0}+\int_{0}^{x} q(t) \mathrm{e}^{\mu t} \mathrm{~d} t\right)=y_{0} \mathrm{e}^{-\mu x}+\int_{0}^{x} q(t) \mathrm{e}^{\mu(t-x)} \mathrm{d} t
$$

which is just the case $n=1$ and $\lambda=-\mu$ of (7.2). The solution decays exponentially as $x \rightarrow \infty$. Incidentally, this decay behaviour is our reason for choosing $\mu>0$; the choice $\mu<0$ would lead to a blow-up of the solution and hence to instabilities that are physically impossible in the systems usually described by such an equation.

A natural generalization to our fractional setting would consist of replacing the first-order differential operator by $D_{* 0}^{n}$ with some suitable $n$ while keeping the initial condition unchanged. Thus, since our initial condition only relates to $y$ itself, we may choose an arbitrary $n \in(0,1)$. In this way we derive the so-called (simple) fractional relaxation equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=-\mu y(x)+q(x), \quad y(0)=y_{0}, \tag{7.7}
\end{equation*}
$$

with $0<n<1$ and $\mu>0$. The solution of the homogeneous equation is given by

$$
y_{\mathrm{hom}}(x)=y_{0} E_{n}\left(-\mu x^{n}\right)
$$

according to Theorem 7.2, and it turns out that this solution behaves in a way that differs somehow from the behaviour mentioned above in the case $n=1$ :

Theorem 7.3. Let $\mu>0,0<n<1$ and $u_{0}(x)=E_{n}\left(-\mu x^{n}\right)$.
(a) The function $u_{0}$ is completely monotonic on $(0, \infty)$, i.e. $(-1)^{k} D^{k} u_{0}(x) \geq 0$ for every $x>0$ and every $k \in \mathbb{N}_{0}$.
(b) For $x \rightarrow \infty$ we have

$$
u_{0}(x)=\frac{x^{-n}}{\mu \Gamma(1-n)}(1+o(1)) .
$$

In other words, the solution decays algebraically, i.e. much slower than the exponential decay known for the classical first-order relaxation equation. (Statement (a) implies that the solution is monotonically decreasing since $D u_{0}$ is nonpositive; statement (b) shows the speed of the decay.) A process showing this very slow decay behaviour is sometimes called ultraslow [82]. The classical proof of this theorem is based on an analysis of the properties of the Laplace transform of $u_{0}$ in the complex plane. It requires methods beyond the scope of this text, and therefore we shall not include it here. The details of this proof may be found in the original works of Gorenflo and Mainardi [80,81]. However, it is possible to provide an alternative proof that avoids the use of Laplace transform techniques. We shall provide the necessary machinery in Sect. 7.3 and return to this question there (cf. pp. 162ff.). For the moment we only present the plots of Fig. 7.1 showing the case $\mu=1$ for the purpose of illustration. Notice that the dash-dotted line corresponding to $n=1$ shows the classical solution $\mathrm{e}^{-x}$; it is apparent that this function decays much faster than the three others.


Fig. 7.1 Plots of $E_{n}\left(-x^{n}\right)$ for $n=1 / 4$ (continuous line), $n=1 / 2$ (dashed line), $n=3 / 4$ (dotted line), and $n=1$ (dash-dotted line)

In a similar way, we can see that the (simple) fractional oscillation equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=-\mu y(x)+q(x), \quad y(0)=y_{0}^{(0)}, \quad D y(0)=y_{0}^{(1)} \tag{7.8}
\end{equation*}
$$

with $1<n<2$ and $\mu>0$ generalizes the classical oscillation equation (7.6). The corresponding homogeneous problem has the two linearly independent solutions

$$
u_{0}(x)=E_{n}\left(-\mu x^{n}\right) \quad \text { and } \quad u_{1}(x)=J_{0} u_{0}(x)
$$

according to Theorem 7.2. We can say something about the behaviour of these two functions as well.

Theorem 7.4. Let $\mu>0,1<n<2$ and $u_{0}(x)=E_{n}\left(-\mu x^{n}\right)$ and $u_{1}(x)=J_{0} u_{0}(x)$. Then, for $x \rightarrow \infty$ we have

$$
u_{0}(x)=\frac{x^{-n}}{\mu \Gamma(1-n)}(1+o(1)) \quad \text { and } \quad u_{1}(x)=\frac{x^{1-n}}{\mu \Gamma(2-n)}(1+o(1)) .
$$

Thus the decay is once again algebraic, but (as is evident from Figs. 7.2 and 7.3, again displaying the case $\mu=1$ ) not monotonic. In particular, we rediscover the classical solutions $u_{0}(x)=\cos x$ and $u_{1}(x)=\sin x$ in the graphs for $n=2$; these functions of course do not decay at all. A proof of the theorem is given in [81, §3].

Theorems 7.3 and 7.4 give us some valuable information about the speed of the decay of the function $u_{0}(x)=E_{n}\left(-\mu x^{n}\right)$ and its first primitive $u_{1}$. A related important question is the question for the changes of sign of $u_{0}$. Some simple properties can already be read off from Figs. 7.1 and 7.2. A more precise statement is contained in the following result.


Fig. 7.2 Plots of $u_{0}(x)$ for $n=5 / 4$ (continuous line), $n=3 / 2$ (dashed line), $n=7 / 4$ (dotted line), and $n=2$ (dash-dotted line). $\mu=1$ was chosen in all cases


Fig. 7.3 Plots of $u_{1}(x)$ for $n=5 / 4$ (continuous line), $n=3 / 2$ (dashed line), $n=7 / 4$ (dotted line), and $n=2$ (dash-dotted line). $\mu=1$ was chosen in all cases

Theorem 7.5. Consider the function $u_{0}(x)=E_{n}\left(-\mu x^{n}\right)$ with some $\mu>0$.
(a) In the case $0<n<1$, $u_{0}$ does not have any zeros on $[0, \infty)$
(b) In the case $1<n<2$, the number of zeros of $u_{0}$ on $[0, \infty)$ (counting multiplicities) is finite and odd

Remember that in the case $n=2$ we had $u_{0}(x)=\cos x$ which has infinitely many zeros on $[0, \infty)$.

Proof. Theorem 7.3 tells us that, for $0<n<1$, $u_{0}$ decays monotonically on $[0, \infty)$ and that $\lim _{x \rightarrow \infty} u_{0}(x)=0$. Hence it cannot have any zeros which proves (a).

For statement (b) we first note that the property $u_{0}(0)=1$ is a direct consequence of the definition of $u_{0}$ and the power series expansion of the Mittag-Leffler function $E_{n}$. In addition we note that the asymptotic result of Theorem 7.4 tells us that, for large $x, u_{0}(x)$ behaves as $x^{-n} / \Gamma(1-n)$. Since we now have $1<n<2$ we find that $\Gamma(1-n)<0$, and hence we see that $u_{0}(x)$ approaches 0 from below. Thus $u_{0}(x)<0$ for sufficiently large $x$. It follows that the number of zeros of $u_{0}$ must be finite and odd.

It would certainly be of interest to find out the precise location of the zeros of $u_{0}$ in the case $1<n<2$ or the values of $n$ for which the number of zeros changes. The author is presently only aware of some first steps towards a conclusive answer to these questions that can be found in the work of Gorenflo and Mainardi [80]. Their results deal with the normalized case $\mu=1$. Obvious substitutions can be used to transfer them to the general case. In fact they have computed the Mittag-Leffler functions numerically and found the relations between $n$ and the number of zeros of $u_{0}$ indicated in Fig. 7.4. The transition from $k$ to $k+2$ zeros, say, takes place


Fig. 7.4 Number of zeros of $u_{0}$ for $\mu=1$ and various values of $n$ (horizontal axis not to scale)
in the gaps marked with a question mark. Unfortunately, more precise analytical results concerning the location of the transition points in the general case seems to be unavailable at the moment.

Apart from these data related to the transition points, Gorenflo and Mainardi also give some information about the location of the zeros of $u_{0}$ themselves. In particular they prove the following results.

Theorem 7.6. If $\varepsilon>0$ is sufficiently small then the function $u_{0}(x)=E_{n}\left(-x^{n}\right)$ with $n=1+\varepsilon$ has exactly one zero $x^{*}>0$. This zero satisfies the relation

$$
x^{*}=(1+o(1)) \ln (2 / \varepsilon) \quad \text { as } \varepsilon \rightarrow 0 .
$$

It thus turns out that $x^{*}$ grows towards $\infty$ at a very slow rate as $\varepsilon \rightarrow 0$. The proof is again based on estimating the Laplace transform of $u_{0}$ in the complex domain; we refer to $[80, \S 4]$ for the details. Notice however that the approximation $x^{*}=$ $(1+o(1)) \ln (2 / \varepsilon)$ is actually quite accurate already for moderately large values of $\varepsilon$. Take, for example, $\varepsilon=1 / 4$, i.e. $n=5 / 4$. Then, the estimated value for the location of the only zero of $u_{0}$ is $\ln (2 / \varepsilon)=\ln 8 \approx 2.08$, which matches the exact value very nicely as can be seen by a look at the plot of $u_{0}$ in Fig. 7.2 (the continuous line).

In a similar way one can investigate the behaviour as $n \rightarrow 2$ :
Theorem 7.7. The function $u_{0}(x)=E_{n}\left(-x^{n}\right)$ with $n=2-\varepsilon$ has $Z(\varepsilon)$ zeros in $[0, \infty)$, where $Z(\varepsilon)$ is an odd number for all $\varepsilon \in(0,1)$ that satisfies the relation $Z(\varepsilon)=$ $12 \pi^{-2} \varepsilon^{-1}(1+o(1)) \ln \varepsilon^{-1}$ as $\varepsilon \rightarrow 0$. Denoting the largest of these zeros by $x^{*}$, we have that $x^{*}=12 \pi^{-1} \varepsilon^{-1}(1+o(1)) \ln \varepsilon^{-1}$ as $\varepsilon \rightarrow 0$.

Once again we refer to $[80, \S 4]$ for a proof of this result and restrict our comments to the observation that a comparison of numerically computed values for the largest zero and the asymptotic value of Theorem 7.7 shows that the asymptotic approximation is less accurate than the one of Theorem 7.6 in the sense that now $\varepsilon$ must be much closer to 0 in order for the approximation to be good in terms of the absolute error.

An asymptotic formula for the location of all zeros of Mittag-Leffler functions (i.e. not only the zeros located on the negative real axis) has been provided by Sedletskij [173]. His result can be applied to two-parameter Mittag-Leffler functions with arbitrary parameters. In the special case that we have dealt with in the two theorems above, it reads as follows.

Theorem 7.8. Let $0<n_{1}<2$ and $n_{2}>0$. Then, for each $m \in \mathbb{Z}$ we have $E_{n_{1}, n_{2}}\left(z_{m}\right)=0$ where
$z_{m}=\left(2 \pi \mathrm{i} m-n_{1} \tau_{n_{2}}\left(\ln 2 \pi|m|+\mathrm{i} \frac{\pi}{2} \operatorname{sgn} m\right)+\gamma_{n_{2}}+O\left(|m|^{-n_{1}}\right)+O\left(|m|^{-1} \ln |m|\right)\right)^{n_{1}}$
with some constants $\tau_{n_{2}}$ and $\gamma_{n_{2}}$ that only depend on $n_{2}$.
We refer to the original article of Sedletskij [173] for a proof of this theorem and for some additional information, in particular for further results concerning MittagLeffler functions with differently chosen parameters.

In this context we can also note that a discussion of the location of the non-real zeros of one-parameter Mittag-Leffler functions may already be found in the early paper by Wiman [192]. Moreover, the recent work of Seybold and Hilfer [174] contains some numerical data on the location of the zeros of the two-parameter Mittag-Leffler function $E_{0.8,0.9}$. Their methods might be applicable to obtain corresponding data for other Mittag-Leffler functions too. Finally we mention the work of Gorenflo et al. [79] who have provided a numerical algorithm for the computation of function values of Mittag-Leffler functions and their derivatives. Of course, a combination of this method with a standard rootfinding algorithm like the NewtonRaphson scheme can yield numerical values for the zeros of Mittag-Leffler functions with given parameters.

The considerations in this section have so far only dealt with linear equations with constant coefficients. If we allow equations with nonconstant coefficients then the theory becomes much more cumbersome. Nevertheless there are still some results that we can prove. Thus the object of interest is now the fractional differential equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=f(x) y(x)+g(x) \tag{7.9a}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y^{(k)}(0)=y_{0}^{(k)} \quad(k=0,1, \ldots,\lceil n\rceil-1) . \tag{7.9b}
\end{equation*}
$$

We begin with a very simple theorem.
Theorem 7.9. Let $n>0, m=\lceil n\rceil$ and $f, g \in C[0, h]$ with some $h>0$. Then, the initial value problem (7.9) has a unique solution $y \in C^{m-1}[0, h]$.

Proof. The fact that the initial value problem has a unique continuous solution on the complete interval $[0, h]$ follows from the basic existence and uniqueness result given in Theorem 6.8. The differentiability property is a consequence of Theorem 6.25.

A theoretical method that sometimes provides useful information on the solution of the initial value problem (7.9) is based on a concept whose foundations are similar to a concept used in the proof of Theorem 6.8. Specifically we rewrite the initial value problem in the Volterra form and rearrange some of the terms, thus obtaining

$$
\begin{align*}
y(x) & =\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}(f(t) y(t)+g(t)) \mathrm{d} t \\
& =\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+J_{0}^{n} g(x)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t) y(t) \mathrm{d} t . \tag{7.10}
\end{align*}
$$

Here we now define

$$
\begin{equation*}
T^{*}(x):=\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+J_{0}^{n} g(x) \tag{7.11}
\end{equation*}
$$

and see that $T^{*}$ is continuous on $[0, h]$ if $g$ is continuous in the same interval. Introducing the notation

$$
k(x, t):=\frac{1}{\Gamma(n)}(x-t)^{n-1} f(t)
$$

we then write

$$
\phi_{0}(x):=T^{*}(x)
$$

and

$$
\phi_{j}(x):=J_{0}^{n}\left(f \cdot \phi_{j-1}\right)(x)=\int_{0}^{x} k(x, t) \phi_{j-1}(t) \mathrm{d} t \quad(j=1,2, \ldots)
$$

Finally we define the $j$ th iterated kernel $k_{j}$ for $j=1,2, \ldots$ via the recurrence relation

$$
k_{1}(x, t):=k(x, t) \quad \text { and } \quad k_{j}(x, t):=\int_{t}^{x} k(x, \tau) k_{j-1}(\tau, t) \mathrm{d} \tau \quad(j=2,3, \ldots)
$$

Armed with these tools we can then prove an explicit representation for the solution of (7.9):

Theorem 7.10. Let $f, g \in C[0, h]$ and $n>0$. Then, the unique solution $y$ of the initial value problem (7.9) in the interval $[0, h]$ can be expressed in the form

$$
y(x)=T^{*}(x)+\int_{0}^{x} R(x, t) T^{*}(t) \mathrm{d} t
$$

where $T^{*}$ is defined in (7.11) and the function $R$ is given by

$$
R(x, t)=\sum_{j=1}^{\infty} k_{j}(x, t)
$$

In particular, this series is uniformly convergent.
Definition 7.1. The function $R$ introduced in Theorem 7.10 is called the resolvent kernel of the Volterra equation (7.10).

For the proof we need some auxiliary statements.

Lemma 7.11. Let $f, g \in C[0, h]$ and $n>0$. For $j=1,2, \ldots$, we have:
(a) $k_{j}$ is continuous on $\{(x, t): 0 \leq t<x \leq h\}$.
(b)

$$
\left|k_{j}(x, t)\right| \leq \frac{1}{\Gamma(j n)}\|f\|_{\infty}^{j}(x-t)^{j n-1}
$$

and $k_{j}$ is continuous on the closed triangle $\{(x, t): 0 \leq t \leq x \leq h\}$ for $j \geq 1 / n$. (c)

$$
\phi_{j}(x)=\int_{0}^{x} k_{j}(x, t) T^{*}(t) \mathrm{d} t .
$$

Proof. Part (a) follows directly from the definition of the $k_{j}$.
The proof of (b) is based on the induction principle. The induction basis $(j=1)$ is an immediate consequence of the definition of $k_{1}$. For the induction step $(j-1 \mapsto j)$ we have, in view of the definition of $k$ and the induction hypothesis,

$$
\begin{aligned}
\left|k_{j}(x, t)\right| & =\left|\int_{t}^{x} k(x, \tau) k_{j-1}(\tau, t) \mathrm{d} \tau\right| \\
& \leq\|f\|_{\infty} \frac{1}{\Gamma(n)} \frac{\|f\|_{\infty}^{j-1}}{\Gamma((j-1) n)} \int_{t}^{x}(x-\tau)^{n-1}(\tau-t)^{(j-1) n-1} \mathrm{~d} \tau \\
& \leq \frac{1}{\Gamma(n)} \frac{\|f\|_{\infty}^{j}}{\Gamma((j-1) n)} \int_{t}^{x}(x-\tau)^{n-1}(\tau-t)^{(j-1) n-1} \mathrm{~d} \tau \\
& =\frac{1}{\Gamma(n)} \frac{\|f\|_{\infty}^{j}}{\Gamma((j-1) n)}(x-t)^{j n} \frac{\Gamma(n) \Gamma((j-1) n)}{\Gamma(j n)}
\end{aligned}
$$

which proves the desired inequality. The continuity is a direct consequence of this.
For statement (c), we also proceed by mathematical induction. The induction basis $(j=1)$ is an immediate consequence of the definitions of $T^{*}, \phi_{1}$ and $k_{1}$. For the induction step ( $j-1 \mapsto j$ ), we use the definition of $\phi_{j}$ and the induction hypothesis and find

$$
\phi_{j}(x)=\int_{0}^{x} k(x, t) \phi_{j-1}(t) \mathrm{d} t=\int_{0}^{x} k(x, t) \int_{0}^{t} k_{j-1}(t, \tau) T^{*}(\tau) \mathrm{d} \tau \mathrm{~d} t .
$$

In view of statements (a) and (b), the integrability of all the functions involved here is not a problem, and in particular we may interchange the order of integration. This yields

$$
\begin{aligned}
\phi_{j}(x) & =\int_{0}^{x} \int_{\tau}^{x} k(x, t) k_{j-1}(t, \tau) T^{*}(\tau) \mathrm{d} t \mathrm{~d} \tau \\
& =\int_{0}^{x} T^{*}(\tau) \int_{\tau}^{x} k(x, t) k_{j-1}(t, \tau) \mathrm{d} t \mathrm{~d} \tau=\int_{0}^{x} T^{*}(\tau) k_{j}(x, \tau) \mathrm{d} \tau
\end{aligned}
$$

as required.

Proof (of Theorem 7.10). We first show the uniform convergence of the series that defines the resolvent kernel. In this context the first $\lceil 1 / n\rceil$ summands do not play a role; it is sufficient to look at the series $\sum_{j=\lceil 1 / n\rceil+1}^{\infty} k_{j}(x, t)$. For this series, Lemma 7.11 (b) provides the majorant

$$
\sum_{j=\lceil 1 / n\rceil+1}^{\infty} \frac{\|f\|_{\infty}^{j}}{\Gamma(j n)}(x-t)^{j n-1} \leq \sum_{j=\lceil 1 / n\rceil+1}^{\infty} \frac{\|f\|_{\infty}^{j}}{\Gamma(j n)} h^{j n-1}=\frac{1}{h} \sum_{j=\lceil 1 / n\rceil+1}^{\infty} \frac{\left(\|f\|_{\infty} h^{n}\right)^{j}}{\Gamma(j n)}
$$

which, using the root test, is easily seen to converge. This implies the uniform convergence. We stress at this point that this uniform convergence result does not imply the continuity of $R$ since the first few summands of the series may be unbounded and hence discontinuous. Nevertheless, in view of Lemma 7.11 (a), $R$ is at least continuous on the set $\{(x, t): 0 \leq t<x \leq h\}$. Moreover, we may combine this uniform convergence result with the statement of Lemma 7.11 (c) to conclude that the series $\sum_{j=1}^{\infty} \phi_{j}$ is uniformly convergent too.

To show that the solution $y$ can be expressed in the indicated manner, we note that (7.10) and (7.11) reveal that

$$
y(x)=T^{*}(x)+\int_{0}^{x} k(x, t) y(t) \mathrm{d} t .
$$

On the other hand,

$$
\begin{aligned}
\int_{0}^{x} R(x, t) T^{*}(t) \mathrm{d} t & =\sum_{j=1}^{\infty} \int_{0}^{x} k_{j}(x, t) T^{*}(t) \mathrm{d} t=\sum_{j=1}^{\infty} \phi_{j}(x) \\
& =\sum_{j=0}^{\infty} \int_{0}^{x} k(x, t) \phi_{j}(t) \mathrm{d} t=\int_{0}^{x} k(x, t) \sum_{j=0}^{\infty} \phi_{j}(t) \mathrm{d} t
\end{aligned}
$$

in view of the definition of $R$, Lemma 7.11 (c) and the definition of $\phi_{j}$. Thus, in order to complete the proof it suffices to show that

$$
\sum_{j=0}^{\infty} \phi_{j}=y .
$$

We had already noted that the series on the left-hand side of this equation is uniformly convergent. Since all its summands are continuous on $[0, h]$, the limit function is continuous too. Our proof of the identity is based on our knowledge that $y$ is the unique solution of the integral equation

$$
y(x)=\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}(f(t) y(t)+g(t)) \mathrm{d} t .
$$

If we can show that the series $\sum_{j=0}^{\infty} \phi_{j}$ solves this integral equation too, we will have accomplished our goal. To this end, we use the definitions of $T^{*}, k, \phi_{0}$ and $\phi_{j}, j=1,2, \ldots$, and note that the uniform convergence allows us to interchange summation and integration to write

$$
\begin{aligned}
\sum_{j=0}^{\infty} \phi_{j}(x) & =T^{*}(x)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t) \sum_{j=1}^{\infty} \phi_{j-1}(t) \mathrm{d} t \\
& =\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+J_{0}^{n} g(x)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t) \sum_{j=0}^{\infty} \phi_{j}(t) \mathrm{d} t \\
& =\sum_{k=0}^{m-1} y_{0}^{(k)} \frac{x^{k}}{k!}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}\left(f(t) \sum_{j=0}^{\infty} \phi_{j}(t)+g(t)\right) \mathrm{d} t .
\end{aligned}
$$

Occasionally it is of interest to augment the explicit series representation of the resolvent kernel above by the following result stating that the resolvent kernel itself is the solution of an integral equation which is closely related to our original one.

Theorem 7.12. Under the assumptions of Theorem 7.10, the resolvent kernel $R$ satisfies the resolvent equation

$$
R(x, t)=k(x, t)+\int_{t}^{x} k(x, \tau) R(\tau, t) \mathrm{d} \tau
$$

for $0 \leq t<x \leq h$.
Proof. From the series representation of Theorem 7.10 and the fact that the uniform convergence permits us to interchange summation and integration, we deduce

$$
\begin{aligned}
\int_{t}^{x} k(x, \tau) R(\tau, t) \mathrm{d} \tau & =\int_{t}^{x} k(x, \tau) \sum_{j=1}^{\infty} k_{j}(\tau, t) \mathrm{d} \tau=\sum_{j=1}^{\infty} \int_{t}^{x} k(x, \tau) k_{j}(\tau, t) \mathrm{d} \tau \\
& =\sum_{j=1}^{\infty} k_{j+1}(x, t)=R(x, t)-k(x, t) .
\end{aligned}
$$

In Theorem 7.2 and Remark 7.1 we had developed a number of representations for the solution of initial value problems for linear equations with constant coefficients. In the multi-dimensional case, i.e. in the case where the unknown solution $y$ is a mapping to $\mathbb{R}^{N}$ for some $N$ and $\lambda$ is an $N \times N$ matrix (from now on denoted by $\Lambda$ ), these representations require the evaluation of Mittag-Leffler functions of matrix-valued arguments. While this is no problem in theory since the relevant series are known to be convergent, it is a most cumbersome method in practice. We thus now present an alternative approach that is usually much simpler to handle. Our path follows the lines laid out by Odibat [144] and Bonilla et al. [18]. In order to retain a close relation to the classical technique for first-order equations [30, §4.6], we restrict our attention to differential equations of order $n \in(0,1)$.

Let us thus consider the fractional differential equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=\Lambda y(x)+q(x) \tag{7.12}
\end{equation*}
$$

with $0<n<1$, an $N \times N$ matrix $\Lambda$, a given function $q:[0, h] \rightarrow \mathbb{C}^{N}$ and an unknown solution $y:[0, h] \rightarrow \mathbb{C}^{N}$. We shall first discuss the construction of the general solution for this equation; the initial condition that then leads to a special solution will be added later.

As usual we start with the homogeneous problem corresponding to (7.12), i.e. with the case $q \equiv 0$. In the classical situation $n=1$ we know that we can use an approach of the form $y(x)=u \exp (\Lambda x)$ with a suitable vector $u$. Since we have already found that the Mittag-Leffler function $E_{n}\left(\lambda x^{n}\right)$ takes the role of $\exp (\lambda x)$ in the one-dimensional case, it is natural to seek a solution that is a linear combination of expressions of the form

$$
\begin{equation*}
y(x)=u E_{n}\left(\lambda x^{n}\right) \tag{7.13}
\end{equation*}
$$

with suitable vectors $u \in \mathbb{C}^{N}$ and scalars $\lambda \in \mathbb{C}$ that need to be determined. Inserting (7.13) into the given homogeneous differential equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=\Lambda y(x), \tag{7.14}
\end{equation*}
$$

we obtain, in view of Theorem 4.3,

$$
u \lambda E_{n}\left(\lambda x^{n}\right)=\Lambda u E_{n}\left(\lambda x^{n}\right)
$$

Since $E_{n}\left(\lambda x^{n}\right) \neq 0$ (this follows from Theorem 7.5 for $\lambda<0$ and directly from the power series representation of $E_{n}$ for $\lambda \geq 0$; for complex $\lambda$ it can be proved too), this implies

$$
\lambda u=\Lambda u,
$$

i.e. $\lambda$ must be an eigenvalue of the matrix $\Lambda$, and $u$ must be a corresponding eigenvector. Now, if all $k$-fold eigenvalues of $\Lambda$ have $k$ eigenvectors, then we know that the set of all these eigenvectors is linearly independent and hence it forms a basis of $\mathbb{C}^{N}$. We have thus shown:

Theorem 7.13. Let $\lambda_{1}, \ldots, \lambda_{N}$ be the eigenvalues of $\Lambda$ and $u^{(1)}, \ldots, u^{(N)}$ be the corresponding eigenvectors. Then, the general solution of the differential equation (7.14) has the form

$$
y(x)=\sum_{\ell=1}^{N} c_{\ell} u^{(\ell)} E_{n}\left(\lambda_{\ell} x^{n}\right)
$$

with certain constants $c_{\ell} \in \mathbb{C}$. The unique solution of this differential equation subject to the initial condition $y(0)=y_{0}$ is characterized by the linear system

$$
y_{0}=\left(u^{(1)}, \ldots, u^{(N)}\right)\left(c_{1}, \ldots, c_{N}\right)^{\mathrm{T}} .
$$

The linear system for the computation of the coefficients $c_{\ell}$ of the solution of the initial value problem is obtained by setting $x=0$ in the general solution. The
fact that the linear system has a unique solution follows because of the above mentioned linear independence of the eigenvectors that form the coefficient matrix of this system.

Example 7.2. The eigenvalues of

$$
\Lambda=\left(\begin{array}{ll}
2 & -1 \\
4 & -3
\end{array}\right)
$$

are 1 (with eigenvector $(1,1)^{\mathrm{T}}$ ) and -2 (with eigenvector $(1,4)^{\mathrm{T}}$ ); thus the general solution for the differential equation $D_{* 0}^{n} y(x)=\Lambda y(x)$ with $0<n<1$ is

$$
y(x)=c_{1}\binom{1}{1} E_{n}\left(x^{n}\right)+c_{2}\binom{1}{4} E_{n}\left(-2 x^{n}\right)
$$

with arbitrary constants $c_{1}$ and $c_{2}$. The unique solution that satisfies the initial condition $y(0)=(4,-3)^{\mathrm{T}}$ is obtained by choosing $c_{1}=-7 / 3$ and $c_{2}=19 / 3$.

Of course, it is well known that there exist matrices that do not have a full set of eigenvectors, i.e. matrices that have a $k$-fold eigenvalue with some $k>1$ to which less than $k$ eigenvectors are available. In this case, the theory of Theorem 7.13 is not applicable, and we must resort to a different representation of the general solution.

Specifically we know from elementary Linear Algebra that, given any square (real or complex) matrix $\Lambda$, there exists a nonsingular matrix $B$ such that $\Phi=$ $B^{-1} \Lambda B$ has the so-called Jordan form

$$
\Phi=\left(\begin{array}{cccc}
\Phi_{1} & 0 & \cdots & 0  \tag{7.15}\\
0 & \Phi_{2} & \ddots & 0 \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \Phi_{k}
\end{array}\right)
$$

where the Jordan boxes are square matrices of the form

$$
\Phi_{\mu}=\left(\begin{array}{cccccc}
\lambda_{\mu} & 1 & 0 & 0 & \cdots & 0  \tag{7.16}\\
0 & \lambda_{\mu} & 1 & 0 & \cdots & 0 \\
0 & 0 & \lambda_{\mu} & 1 & \ddots & 0 \\
\vdots & & \ddots & \ddots & \ddots & \vdots \\
0 & & \cdots & 0 & \lambda_{\mu} & 1 \\
0 & & \cdots & & 0 & \lambda_{\mu}
\end{array}\right)
$$

with $r_{\mu}$ rows and columns. In particular we have $r_{1}+r_{2}+\ldots+r_{k}=N$, and the eigenvalues of $\Lambda$ can be found in the main diagonal of $\Phi$ in their respective multiplicities. We note that all diagonal entries of each Jordan block $\Phi_{k}$ coincide with each other. Different Jordan blocks may have the same diagonal entries though. (For example, in the Jordan representation of the $N$-dimensional unit matrix we have $k=N, r_{\mu}=1$
for all $\mu$ and $\lambda_{\mu}=1$ for all $\mu$.) In view of the simple structure of a Jordan block, the system

$$
D_{* 0}^{n} z(x)=\Phi_{k} z(x), \quad \text { i.e. } \quad \begin{cases}D_{* 0}^{n} z_{1}(x)=\lambda_{k} z_{1}(x)+z_{2}(x), \\ \vdots & \vdots \\ D_{* 0}^{n} z_{r_{k}-1}(x)=\lambda_{k} z_{r_{k}-1}(x)+z_{r_{k}}(x), \\ D_{* 0}^{n} z_{r_{k}}(x)=\lambda_{k} z_{r_{k}}(x)\end{cases}
$$

is easily solved by backward substitution and an application of Theorem 7.2 for each component of $z$. Evaluating the integrals arising in Theorem 7.2 explicitly, we find that the columns of the matrix $Z=\left(z_{i j}\right)_{i, j=1}^{r_{k}}$ with

$$
z_{i j}(x)= \begin{cases}0 & \text { if } i>j \\ x^{(j-i) n} D^{j-i} E_{n}\left(\lambda_{k} x^{n}\right) & \text { else }\end{cases}
$$

form $r_{k}$ linearly independent solutions of $D_{* 0}^{n} z(x)=\Phi_{k} z(x)$. Observing that

$$
E_{n}\left(\Phi x^{n}\right)=\left(\begin{array}{cccc}
E_{n}\left(\Phi_{1} x^{n}\right) & 0 & \cdots & 0 \\
0 & E_{n}\left(\Phi_{2} x^{n}\right) & \ddots & 0 \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & E_{n}\left(\Phi_{k} x^{n}\right)
\end{array}\right)
$$

it follows that we may combine the results for the individual Jordan blocks into one system of linearly independent solutions (and hence a basis for the solution space) of the full system $D_{* 0}^{n} z(x)=\Phi z(x)$ in a straightforward way. Let us illustrate this procedure by the example

$$
\Phi=\left(\begin{array}{cccccc}
\lambda_{1} & 1 & 0 & 0 & 0 & 0 \\
0 & \lambda_{1} & 1 & 0 & 0 & 0 \\
0 & 0 & \lambda_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda_{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda_{3} & 1 \\
0 & 0 & 0 & 0 & 0 & \lambda_{3}
\end{array}\right)
$$

Here we have $k=3, r_{1}=3, r_{2}=1$ and $r_{3}=2$. This gives rise to the solutions being the columns of the matrix

$$
\left(\begin{array}{cccccc}
E_{n}\left(\lambda_{1} x^{n}\right) & x^{n} E_{n}^{\prime}\left(\lambda_{1} x^{n}\right) & x^{2 n} E_{n}^{\prime \prime}\left(\lambda_{1} x^{n}\right) & 0 & 0 & 0 \\
0 & E_{n}\left(\lambda_{1} x^{n}\right) & x^{n} E_{n}^{\prime}\left(\lambda_{1} x^{n}\right) & 0 & 0 & 0 \\
0 & 0 & E_{n}\left(\lambda_{1} x^{n}\right) & 0 & 0 & 0 \\
0 & 0 & 0 & E_{n}\left(\lambda_{2} x^{n}\right) & 0 & 0 \\
0 & 0 & 0 & 0 & E_{n}\left(\lambda_{3} x^{n}\right) & x^{n} E_{n}^{\prime}\left(\lambda_{3} x^{n}\right) \\
0 & 0 & 0 & 0 & 0 & E_{n}\left(\lambda_{3} x^{n}\right)
\end{array}\right)
$$

But now, in view of the relation $\Phi=B^{-1} \Lambda B$, the solution $y$ of the system (7.14) is related to the solution $z$ created above in a very simple way: We have $\Lambda=B \Phi B^{-1}$
and hence (7.14) becomes $D_{* 0}^{n} y=B \Phi B^{-1} y$, i.e. $D_{* 0}^{n} B^{-1} y=\Phi B^{-1} y$. Introducing the substitution $z=B^{-1} y$ or, equivalently, $y=B z$, we arrive at the equation $D_{* 0}^{n} z(x)=$ $\Phi z(x)$ that we have just solved. Thus, we obtain the desired solution $y$ of (7.14) in the form

$$
y(x)=B z(x)
$$

where $z(x)$ has the indicated form. We have thus proved the following result.
Theorem 7.14. For each $k$-fold eigenvalue $\lambda$ of the matrix $\Lambda$ we have $k$ linearly independent solutions of the homogeneous linear differential equation (7.14) that can be represented in the form

$$
y_{\ell}(x)=\pi^{(\ell)}(x), \quad \ell=1,2, \ldots, k
$$

where the $\pi^{(\ell)}(x)$ are $N$-dimensional vectors whose component functions $\pi_{j}^{(\ell)}, j=$ $1,2, \ldots, N$, are of the form

$$
\begin{equation*}
\pi_{j}^{(\ell)}(x)=\sum_{\mu=0}^{\ell-1} c_{j}^{(\ell, \mu)} x^{\mu n} D^{\mu} E_{n}\left(\lambda x^{n}\right) \tag{7.17}
\end{equation*}
$$

The combination of these solutions for all eigenvalues leads to $N$ linearly independent solutions of the system (7.14), i.e. to a basis of the space of all solutions of this system.

Note that $\pi^{(1)}(x)=c^{(1,0)} E_{n}\left(\lambda x^{n}\right)$, and so $c^{(1,0)}$ must be an eigenvector of $\Lambda$ associated to the eigenvalue $\lambda$.

Remark 7.2. In the limit case $n \rightarrow 1$, Theorem 7.14 reduces to the well known classical observation that the $k$ solutions of $D y=\Lambda y$ that correspond to the $k$-fold eigenvalue $\lambda$ of the matrix $\Lambda$ have the form $y(x)=\pi_{k-1}(x) \exp (\lambda x)$ where $\pi_{k-1}$ is a vector-valued polynomial of degree at most $k-1$ with suitably chosen coefficients.

Example 7.3. The matrix

$$
\Lambda=\left(\begin{array}{rrr}
1 & 1 & 1 \\
2 & 1 & -1 \\
0 & -1 & 1
\end{array}\right)
$$

has the single eigenvalue -1 with eigenvector $(-3,4,2)^{\mathrm{T}}$ and the double eigenvalue 2 with eigenvector $(0,1,-1)^{\mathrm{T}}$ but no second eigenvector. Thus the general solution for the differential equation $D_{* 0}^{n} y(x)=\Lambda y(x)$ with $0<n<1$ takes the form

$$
\begin{aligned}
y(x)= & c_{1}\left(\begin{array}{r}
-3 \\
4 \\
2
\end{array}\right) E_{n}\left(-x^{n}\right)+c_{2}\left(\begin{array}{r}
0 \\
1 \\
-1
\end{array}\right) E_{n}\left(2 x^{n}\right) \\
& +c_{3}\left[c^{(2,0)} E_{n}\left(2 x^{n}\right)+c^{(2,1)} x^{n} E_{n}^{\prime}\left(2 x^{n}\right)\right]
\end{aligned}
$$

with arbitrary constants $c_{1}, c_{2}$ and $c_{3}$ and suitably chosen vectors $c^{(2,0)}$ and $c^{(2,1)}$. By inserting this representation into the differential equation, rewriting the MittagLeffler functions in power series form and comparing the coefficients of the resulting power series on both sides of the resulting equation, we find that $c^{(2,0)}=(1,0,1)^{\mathrm{T}}$ and $c^{(2,1)}=(0,1,-1)^{\mathrm{T}}$.

Remark 7.3. We already know that the vector-valued coefficients of the functions $E_{n}\left(\lambda x^{n}\right)$ in the solution representation are just the eigenvectors of $\Lambda$ with respect to the eigenvalue $\lambda$. Obviously, these vectors are independent of $n$. The example above indicates that the coefficients $c^{(\ell, \mu)}$ that arise in the representation of Theorem 7.14 do not depend on $n$ either. Thus we can compute these coefficients by looking at the special case $n=1$ of the problem and use the values obtained in this way for $n \in(0,1)$ too. The advantage of this approach is that the cumbersome calculation via the power series representation of the Mittag-Leffler function and the corresponding comparison of coefficients can be completely avoided. Rather, it is sufficient to invoke the classical theory [30, $\S 4.6]$ that tells us that the vectors $c^{(\ell, \mu)}$ can be obtained in a simple way as the eigenvectors and suitable multiples of the generalized eigenvectors of $\Lambda$.

Theorem 7.14 holds for any matrix $\Lambda$ with complex coefficients. If the given problem is real, i.e. if the coefficients of $\Lambda$ are real, then one is typically interested in a real solution, i.e. in a solution with real vectors $y^{(\ell)}$ and real-valued basis functions instead of the complex-valued functions $E_{n}\left(\lambda_{\ell} \cdot\right)$ and their derivatives. The approach via Theorem 7.2 and Remark 7.1 never leads us out of the real numbers in such a case and thus automatically provides such a real solution, but it involves the cumbersome computation of Mittag-Leffler functions of matrix arguments. The method of Theorems 7.13 and 7.14 avoids this complication but it does not always produce a real solution directly since the eigenvalues and eigenvectors of a real matrix need not be real. However, we may construct a real solution from the solution provided by Theorem 7.13 in the usual way that is commonly employed for firstorder equations [30, pp. 80-81], namely by considering the real and imaginary parts of the complex solutions, respectively:
Theorem 7.15. If $\Lambda$ is a real matrix and the set of solutions of the system (7.14) constructed in Theorem 7.14 contains complex functions, then a purely real basis of the set of solutions can be obtained by the following manipulation: For each $k$ fold nonreal eigenvalue $\lambda=a+\mathrm{i} b$, remove the solution vectors $\pi^{(\ell)}, \ell=1, \ldots, k$, associated to this eigenvalue and those corresponding to the eigenvalue $\bar{\lambda}=a-\mathrm{i} b$ from the set of solutions constructed in Theorem 7.13, and insert the vectors $\widehat{\pi}^{(\ell)}$ and $\widetilde{\pi}^{(\ell)}(\ell=1, \ldots, k)$ instead, where

$$
\begin{aligned}
\widehat{\pi}_{j}^{(\ell)}(x)= & \sum_{\mu=0}^{\ell-1} \frac{1}{2} \operatorname{Re} c_{j}^{(\ell, \mu)} x^{\mu n}\left(D^{\mu} E_{n}\left((a+\mathrm{i} b) x^{n}\right)+D^{\mu} E_{n}\left((a-\mathrm{i} b) x^{n}\right)\right. \\
& -\sum_{\mu=0}^{\ell-1} \frac{1}{2 \mathrm{i}} \operatorname{Im} c_{j}^{(\ell, \mu)} x^{\mu n}\left(D^{\mu} E_{n}\left((a+\mathrm{i} b) x^{n}\right)-D^{\mu} E_{n}\left((a-\mathrm{i} b) x^{n}\right)\right.
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{\pi}_{j}^{(\ell)}(x)= & \sum_{\mu=0}^{\ell-1} \frac{1}{2} \operatorname{Im} c_{j}^{(\ell, \mu)} x^{\mu n}\left(D^{\mu} E_{n}\left((a+\mathrm{i} b) x^{n}\right)+D^{\mu} E_{n}\left((a-\mathrm{i} b) x^{n}\right)\right. \\
& +\sum_{\mu=0}^{\ell-1} \frac{1}{2 \mathrm{i}} \operatorname{Re} c_{j}^{(\ell, \mu)} x^{\mu n}\left(D^{\mu} E_{n}\left((a+\mathrm{i} b) x^{n}\right)-D^{\mu} E_{n}\left((a-\mathrm{i} b) x^{n}\right) .\right.
\end{aligned}
$$

We only illustrate Theorem 7.15 by means of an example and leave the proof as an exercise. Here we merely note that the power series representation of the Mittag-Leffler functions implies that expressions of the form $D^{\mu} E_{n}(z)+D^{\mu} E_{n}(\bar{z})$ and $\left(D^{\mu} E_{n}(z)-D^{\mu} E_{n}(\bar{z})\right) / \mathrm{i}$ that arise in this theorem are indeed real.

Example 7.4. The eigenvalues of the matrix

$$
\Lambda=\left(\begin{array}{rrr}
-1 & 0 & 0 \\
2 & 1 & -9 \\
3 & 6 & 1
\end{array}\right)
$$

are -1 and $1 \pm \sqrt{54} i$ with eigenvectors $(58,-31,6)^{\mathrm{T}}$ and $(0, \pm \sqrt{6} \mathrm{i}, 2)^{\mathrm{T}}$, respectively. Thus, Theorem 7.13 is applicable, and we derive that the general complex solution for the differential equation $D_{* 0}^{n} y(x)=\Lambda y(x)$ with $0<n<1$ is

$$
\begin{aligned}
y(x)= & c_{1}\left(\begin{array}{r}
58 \\
-31 \\
6
\end{array}\right) E_{n}\left(-x^{n}\right)+c_{2}\left(\begin{array}{r}
0 \\
\sqrt{6} \mathrm{i} \\
2
\end{array}\right) E_{n}\left((1+\sqrt{54} \mathrm{i}) x^{n}\right) \\
& +c_{3}\left(\begin{array}{r}
0 \\
-\sqrt{6} \mathrm{i} \\
2
\end{array}\right) E_{n}\left((1-\sqrt{54} \mathrm{i}) x^{n}\right)
\end{aligned}
$$

with arbitrary $c_{1}, c_{2}, c_{3} \in \mathbb{C}$. A solution using real-valued functions can be given as

$$
\begin{aligned}
y(x)= & c_{1}\left(\begin{array}{r}
58 \\
-31 \\
6
\end{array}\right) E_{n}\left(-x^{n}\right) \\
& +\frac{1}{2}\left[c_{2}\left(\begin{array}{l}
0 \\
0 \\
2
\end{array}\right)+c_{3}\left(\begin{array}{r}
0 \\
\sqrt{6} \\
0
\end{array}\right)\right]\left[E_{n}\left((1+\sqrt{54} \mathrm{i}) x^{n}\right)+E_{n}\left((1-\sqrt{54} \mathrm{i}) x^{n}\right)\right] \\
& +\frac{1}{2 \mathrm{i}}\left[c_{3}\left(\begin{array}{l}
0 \\
0 \\
2
\end{array}\right)-c_{2}\left(\begin{array}{r}
0 \\
\sqrt{6} \\
0
\end{array}\right)\right]\left[E_{n}\left((1+\sqrt{54} \mathrm{i}) x^{n}\right)-E_{n}\left((1-\sqrt{54} \mathrm{i}) x^{n}\right)\right]
\end{aligned}
$$

with arbitrary $c_{1}, c_{2}, c_{3} \in \mathbb{R}$.

We have thus completed the fundamental theory of homogeneous linear systems of fractional differential equations with constant coefficients. In particular we have found methods to compute all their solutions. Hence we are in a position to handle the corresponding inhomogeneous problem (7.12) in a very simple way by invoking the variation-by-constants approach described in Theorem 7.2 and Remark 7.1.

### 7.2 Boundary Value Problems for Linear Equations

Let us briefly leave the area of initial value problems and turn our attention towards boundary value problems for a short time. We keep, however, our restriction on the class of differential equations under consideration to the linear equations.

Specifically, we consider the problem

$$
\begin{align*}
D_{* 0}^{n} y(x) & =f(x) y(x)+g(x)  \tag{7.18a}\\
U_{j}[y] & =c_{j} \quad(j=1,2, \ldots, \sigma) \tag{7.18b}
\end{align*}
$$

where

$$
\begin{equation*}
U_{j}[y]:=a_{j 0} y(0)+a_{j 1} y^{\prime}(0)+b_{j 0} y(T)+b_{j 1} y^{\prime}(T) \tag{7.18c}
\end{equation*}
$$

with some $\sigma \in \mathbb{N}, n>0$, given functions $f, g \in C[0, T]$ and given parameters $a_{j k}, b_{j k}$ and $c_{j}$ (see also (6.51)). Evidently we shall be looking for a solution on the interval $[0, T]$. It is clear that the set of solutions of the corresponding homogeneous problem, i.e. the special case of (7.18) where $g \equiv 0$ and $c_{j}=0$ for all $j$, is a linear space that we shall denote by $D_{\text {hom }}$. Our first fundamental result then looks as follows. Here and in the following, we write $m=\lceil n\rceil$ as usual.

Theorem 7.16. Let $y_{1}, \ldots, y_{m}$ be linearly independent solutions of the homogeneous differential equation associated to (7.18a), and let $r$ be the rank of the matrix

$$
M_{\mathrm{hom}}:=\left(\begin{array}{ccc}
U_{1}\left[y_{1}\right] & \cdots & U_{1}\left[y_{m}\right] \\
\vdots & & \vdots \\
U_{\sigma}\left[y_{1}\right] & \cdots & U_{\sigma}\left[y_{m}\right]
\end{array}\right) .
$$

Then, the solution space $D_{\mathrm{hom}}$ of the homogeneous boundary value problem has the property

$$
\operatorname{dim} D_{\mathrm{hom}}=m-r .
$$

Proof. The general solution $y$ of the homogeneous differential equation has the form $y=\sum_{k=1}^{m} \alpha_{k} y_{k}\left(\alpha_{k} \in \mathbb{R}\right)$. The homogeneous boundary conditions lead to the system

$$
M_{\mathrm{hom}}\left(\begin{array}{c}
\alpha_{1}  \tag{7.19}\\
\vdots \\
\alpha_{m}
\end{array}\right)=0
$$

By assumption, the rank of $M_{\text {hom }}$ is $r$, and hence the system has $m-r$ linearly independent solution vectors $\alpha^{(j)}=\left(\alpha_{1}^{(j)}, \ldots, \alpha_{m}^{(j)}\right)^{\mathrm{T}}, j=1, \ldots, m-r$. Now consider the functions $\tilde{y}_{j}=\sum_{k=1}^{m} \alpha_{k}^{(j)} y_{k}, j=1, \ldots, m-r$. These are $m-r$ solutions of the homogeneous boundary value problem. To see that they are linearly independent, we proceed as follows. Assume that

$$
0=\sum_{j=1}^{m-r} \beta_{j} \tilde{y}_{j}=\sum_{k=1}^{m}\left(\sum_{j=1}^{m-r} \alpha_{k}^{(j)} \beta_{j}\right) y_{k} .
$$

The linear independence of the $y_{k}$ implies that all the coefficients in the parentheses must vanish. We can combine these $m$ scalar conditions into one condition in vector notation,

$$
\sum_{j=1}^{m-r} \alpha^{(j)} \beta_{j}=0
$$

But we already know that the $\alpha^{(j)}$ are linearly independent, and thus we conclude $\beta_{j}=0$ for all $j$. This completes the proof of the linear independence of the functions $\tilde{y}_{j}, j=1, \ldots, m-r$.

It remains to show that every solution $y$ of the homogeneous boundary value problem can be expressed as a linear combination of the functions $\tilde{y}_{1}, \ldots, \tilde{y}_{m-r}$. To this end, let $y$ be such a solution of the homogeneous boundary value problem. Since it must in particular be a solution of the homogeneous differential equation, it must have a representation in the form $y=\sum_{k=1}^{m} \alpha_{k} y_{k}$, and since it also satisfies the boundary conditions, the coefficients $\alpha_{k}$ have the property (7.19), and we had seen above that the vector $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{\mathrm{T}}$ can be written as a linear combination of the $\alpha^{(j)}, j=1,2, \ldots, m-r$, with coefficients $\beta_{j}$, say. But this implies

$$
y(x)=\sum_{k=1}^{m} \alpha_{k} y_{k}=\sum_{k=1}^{m} \sum_{j=1}^{m-r} \alpha_{k}^{(j)} \beta_{j} y_{k}=\sum_{j=1}^{m-r} \beta_{j} \sum_{k=1}^{m} \alpha_{k}^{(j)} y_{k}=\sum_{j=1}^{m-r} \beta_{j} \tilde{y}_{j}
$$

which is the required property.
For the inhomogeneous boundary value problem we can state the following result.

Theorem 7.17. The general solution of the boundary value problem (7.18) has the form $y=y_{\mathrm{hom}}+y_{\mathrm{inhom}}$ where $y_{\mathrm{hom}}$ is the general solution of the associated homogeneous problem and $y_{\text {inhom }}$ is a particular solution of the inhomogeneous problem.

Proof. In view of the linearity of the problem, this statement can be proved by the usual elementary methods from Linear Algebra.

Note that we do not claim that a solution of the inhomogeneous problem exists. It only describes the structure of the set of solutions if a particular solution exists. The next theorem provides a criterion that allows us to determine whether this is the case or not.

Theorem 7.18. Let $y_{1}, \ldots, y_{m}$ be linearly independent solutions of the homogeneous differential equation associated to (7.18a), and let $\tilde{y}$ be a particular solution of the inhomogeneous differential equation (7.18a) itself. Moreover denote

$$
M_{\text {inhom }}:=\left(\begin{array}{cccc}
U_{1}\left[y_{1}\right] & \cdots & U_{1}\left[y_{m}\right] & c_{1}-U_{1}[\tilde{y}] \\
\vdots & & \vdots & \vdots \\
U_{\sigma}\left[y_{1}\right] & \cdots & U_{\sigma}\left[y_{m}\right] & c_{\sigma}-U_{\sigma}[\tilde{y}]
\end{array}\right) .
$$

Then, the inhomogeneous boundary value problem (7.18) has a solution if and only if the matrix $M_{\mathrm{inhom}}$ has the same rank as the matrix $M_{\mathrm{hom}}$ introduced in Theorem 7.16.

Proof. Any solution $y$ of the inhomogeneous differential equation (7.18a) can be expressed in the form $y=\tilde{y}+\sum_{k=1}^{m} \alpha_{k} y_{k}$. A solution to the inhomogeneous boundary value problem (7.18) thus exists if and only if we can find constants $\alpha_{1}, \ldots, \alpha_{m}$ such that

$$
c_{j}=U_{j}[y]=U_{j}[\tilde{y}]+\sum_{k=1}^{m} \alpha_{k} U_{j}\left[y_{k}\right] \quad(j=1,2, \ldots, \sigma)
$$

Clearly, this is the case if and only if

$$
M_{\mathrm{hom}}\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{m}
\end{array}\right)=\left(\begin{array}{c}
c_{1}-U_{1}[\tilde{y}] \\
\vdots \\
c_{\sigma}-U_{\sigma}[\tilde{y}]
\end{array}\right)
$$

But it is well known from Linear Algebra that this is equivalent to the requirement that the coefficient matrix $M_{\text {hom }}$ of this system have the same rank as the extended matrix obtained by adding the column vector on the right-hand side of the equation to the matrix, i.e. the matrix $M_{\text {inhom }}$.

Obviously, the case that the matrix $M_{\text {hom }}$ is a square matrix, i.e. the case $\sigma=m$, is particularly important. In this situation we can give the following information.

Theorem 7.19. Consider the boundary value problem (7.18) subject to the condition $\sigma=m$. Let $M_{\mathrm{hom}}$ be defined as in Theorem 7.16.
(a) If $\operatorname{det} M_{\mathrm{hom}} \neq 0$ then the homogeneous boundary value problem associated to (7.18) only has the trivial solution $y_{\mathrm{hom}} \equiv 0$, and the inhomogeneous problem (7.18) itself has a unique solution
(b) If $\operatorname{det} M_{\mathrm{hom}}=0$ then the homogeneous boundary value problem associated to (7.18) has nontrivial solutions

Proof. Using elementary Linear Algebra, this immediately follows from the preceding theorem.

### 7.3 Stability of Fractional Differential Equations

We shall now leave the class of boundary value problems and return to focus our attention on initial value problems. Having gained some insight into the behaviour of linear equations, we now consider the general case and turn our attention towards the question for the stability of a given fractional differential equation (or, more frequently, for a system of fractional differential equations). In the classical case of integer-order equations, this is a well known and important area of research. Various notions of stability are commonly discussed; we refer to [30, Chapter 5] and the references therein for a nicely readable introduction. As indicated in this reference, stability issues are usually investigated for first-order equations, i.e. for equations requiring only one initial condition to guarantee the uniqueness of the solution. We restrict our attention here to a class of problems that is as close to this case as possible. Thus our object of study in this section is the differential equation

$$
\begin{equation*}
D_{* 0}^{n} y(x)=f(x, y(x)) \quad \text { with } n \in(0,1) . \tag{7.20}
\end{equation*}
$$

Here $y$ may be a function mapping to $\mathbb{R}^{N}$ for an arbitrary $N \in \mathbb{N}$; of course $f$ must then be defined on a suitable subset of $\mathbb{R}^{N+1}$. In the classical case $n=1$ one would allow arbitrary initial points [30, Chapter 5]; Theorem 6.17 allows us to do the same in the fractional case.

When talking about stability, one is interested in the behaviour of the solutions of (7.20) for $x \rightarrow \infty$. Therefore we will only consider problems whose solutions $y$ exist on $[0, \infty)$. Moreover, a few additional assumptions are required that we will impose throughout this section. The first of these assumptions is that $f$ is defined on a set $G:=[0, \infty) \times\left\{w \in \mathbb{R}^{N}:\|w\|<W\right\}$ with some $0<W \leq \infty$. The norm in this definition of $G$ may be an arbitrary norm on $\mathbb{R}^{N}$. Our second assumption is that $f$ is continuous on its domain of definition and that it satisfies a Lipschitz condition there. This asserts that the initial value problem consisting of (7.20) and the initial condition $y(0)=y_{0}$ has a unique solution on the interval $[0, b)$ with some $b \leq \infty$ if $\left\|y_{0}\right\| \leq W$. And finally we assume that

$$
\begin{equation*}
f(x, 0)=0 \quad \text { for all } x \geq 0 \tag{7.21}
\end{equation*}
$$

This condition implies that the function $y(x)=0$ is a solution of (7.20). Under these hypotheses we may formulate our main concepts.

Definition 7.2. (a) The solution $y(x)=0$ of the differential equation (7.20), subject to the assumptions mentioned above, is called stable if, for any $\varepsilon>0$ there exists some $\delta>0$ such that the solution of the initial value problem consisting of the differential equation (7.20) and the initial condition $y(0)=y_{0}$ satisfies $\|y(x)\|<\varepsilon$ for all $x \geq 0$ whenever $\left\|y_{0}\right\|<\delta$.
(b) The solution $y(x)=0$ of the differential equation (7.20), subject to the assumptions mentioned above, is called asymptotically stable if it is stable and there exists some $\gamma>0$ such that $\lim _{x \rightarrow \infty}\|y(x)\|=0$ whenever $\left\|y_{0}\right\|<\gamma$.

In Sect. 6.3 we had seen that, under the usual continuity and Lipschitz assumptions on $f$, the solution of a fractional differential equation does not change much over some finite interval if we perturb the initial values by a small magnitude. The essence of the notion of stability is the extension of this idea to unbounded intervals: The trivial solution is stable if a small change in the initial value leads to a small change of the solution over the complete positive half-line. Obviously this is much stronger than the continuous dependence on the given data discussed in Sect. 6.3. Asymptotic stability is even stronger since it requires the solution of the perturbed problem not only to remain close to the original solution but actually to converge to the latter.

Remark 7.4. In Definition 7.2 we have only discussed properties of the identically vanishing solution of a fractional differential equation satisfying the condition of (7.21). We may transfer these concepts and the results below to the behaviour of arbitrary solutions of equations that may or may not satisfy (7.21) by a procedure similar to that used in the proof of Theorem 6.15: A solution $y$ of the differential equation $D_{* 0}^{n} y(x)=g(x, y(x))$ is said to be (asymptotically) stable if and only if the zero solution of $D_{* 0}^{n} z(x)=f(x, z(x))$ with $f(x, z):=g(x, z+y(x))-g(x, y(x))$ is (asymptotically) stable.

We begin our analysis by looking at a very simple special case, the homogeneous linear differential equation with constant coefficients (see also [132]).

Theorem 7.20. Consider the $N$-dimensional fractional differential equation system $D_{* 0}^{n} y(x)=\Lambda y(x)$, where $\Lambda$ is an arbitrary constant $N \times N$ matrix.
(a) The solution $y(x)=0$ of the system is asymptotically stable if and only if all eigenvalues $\lambda_{j}(j=1,2, \ldots, N)$ of $\Lambda$ satisfy $\left|\arg \lambda_{j}\right|>n \pi / 2$.
(b) The solution $y(x)=0$ of the system is stable if and only if the eigenvalues satisfy $\left|\arg \lambda_{j}\right| \geq n \pi / 2$ and all eigenvalues with $\left|\arg \lambda_{j}\right|=n \pi / 2$ have a geometric multiplicity that coincides with their algebraic multiplicity (i.e. an eigenvalue that is an $\ell$-fold zero of the characteristic polynomial has $\ell$ linearly independent eigenvectors).

Notice that in the limit case $n \rightarrow 1$ we recover the well known classical result [30, p. 94] that the eigenvalues must have negative real parts in case (a) and nonpositive real parts and a full set of eigenvectors if the real parts are zero for case (b).

Proof. Theorems 7.13 and 7.14 give us the information about the precise form of all solutions of the differential equation under consideration. The fact that these solutions behave in the required way then follows from Theorems 4.4 and 4.6.

This result enables us to investigate the stability properties of the problems discussed in Examples 7.2, 7.3 and 7.4.

Example 7.5. (a) The solution $y \equiv 0$ of Example 7.2 is unstable because the coefficient matrix has the eigenvalue $\lambda_{1}=1$ that is real and strictly positive (i.e. it has $\arg \lambda_{1}=0$ ). This corresponds to the fact that the associated component of the general solution, viz. the function $(1,1)^{\mathrm{T}} E_{n}\left(x^{n}\right)$, grows without bound as $x \rightarrow \infty$.
(b) Similarly, the coefficient matrix of Example 7.3 has a real and positive eigenvalue 2 , and so we observe instability in this example too.
(c) The coefficient matrix of Example 7.2 has the three eigenvalues $\lambda_{1}=-1$ (with $\left.\arg \lambda_{1}=\pi\right), \lambda_{2}=1+\sqrt{54} \mathrm{i}\left(\right.$ with $\left.\arg \lambda_{2}=\arccos (1 / \sqrt{55}) \approx 1.4355\right)$ and $\lambda_{3}=$ $\bar{\lambda}_{2}=1-\sqrt{54} \mathrm{i}$ (with $\arg \lambda_{3}=-\arg \lambda_{2}$ ). Thus we have asymptotic stability if and only if $n<2\left|\arg \lambda_{2}\right| / \pi=2 \arccos (1 / \sqrt{55}) / \pi \approx 0.9139$ and stability (since all eigenvalues are simple) if and only if $n \leq 2\left|\arg \lambda_{2}\right| / \pi$.

Remark 7.5. From case (c) of this example we conclude that the stability properties of the zero solution of a fractional differential equation may depend on the order $n$ of the equation. Specifically, as is clear from Theorem 7.20, in the case of a homogeneous linear system with constant coefficients we may say that there exists a threshold value $n^{*}$, say, such that the system is asymptotically stable if $n<n^{*}$ and unstable if $n>n^{*}$. In other words, the stability properties can be improved by reducing the order $n$ of the differential operator. An analogous statement applies to other (nonlinear) types of differential equations. This is a common observation in the theory of fractional dynamical systems [119] where systems tend to exhibit chaotic behaviour if the order of the differential operators is larger than the threshold value $n^{*}$ and remain stable if the order is less than $n^{*}$.

In the non-fractional case, i.e. for $n=1$, quite deep results are known in the case of homogeneous linear equations with non-constant coefficients. Most of the proofs of these results rely on the fact that explicit expressions for the solutions of the corresponding differential equations are known. In the fractional case, such explicit expressions do not seem to be available. Therefore a transfer of these results remains an open problem.

There are, however, some other methods that one can use to obtain results on the long-term behaviour of solutions of fractional differential equations. A possible approach is indicated in [115, Theorem 4.6]. Transferred to our setting, the result reads as follows.

Theorem 7.21. Consider the initial value problem

$$
D_{* 0}^{n} y(x)=f(x, y(x)), \quad y(0)=y_{0}>0
$$

where $0<n<1$ and $f:[0, \infty) \times\left[0, y_{0}\right] \rightarrow(-\infty, 0]$ is continuous and satisfies a Lipschitz condition with respect to the second variable. Moreover assume that $f(x, 0)=0$ for all $x$. Then, the unique solution $y$ of this initial value problem exists on $[0, \infty)$ and satisfies

$$
0<y(x) \leq y_{0} \quad \text { for all } x \geq 0
$$

Proof. We rewrite the initial value problem in the corresponding Volterra form,

$$
y(x)=y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t
$$

and define

$$
f(t, z):= \begin{cases}f\left(t, y_{0}\right) & \text { for } z>y_{0} \\ 0 & \text { for } z<0\end{cases}
$$

thus extending the domain of definition of $f$ to $[0, \infty) \times \mathbb{R}$. Obviously, this extended function $f$ is still continuous and fulfils a Lipschitz condition with respect to its second variable. Thus, by Corollary 6.9, the initial value problem with this extended function $f$ has a unique solution $y$. We now need to show that this solution actually satisfies the inequality $0 \leq y(x) \leq y_{0}$ for all $x$. This then implies that $(x, y(x))$ is always in the original (non-extended) domain of definition of $f$ from which we conclude that $y$ is also the unique solution of the original initial value problem.

To prove the required inequalities we proceed as follows. Our first observation is that, since $y(0)=y_{0}>0$ and $y$ is continuous, there exists some $x_{0}>0$ such that $y(x)>0$ for $x \in\left[0, x_{0}\right]$. Now assume that $y$ has a change of sign. Then, we may find some $x_{1}$ and $x_{2}$ such that $0<x_{1}<x_{2}$ and

$$
y(x) \begin{cases}>0 & \text { for } 0 \leq x<x_{1} \\ =0 & \text { for } x=x_{1} \\ <0 & \text { for } x_{1}<x \leq x_{2}\end{cases}
$$

Thus, by definition of $f$ and its extension,

$$
f(x, y(x)) \begin{cases}\leq 0 & \text { for } 0 \leq x<x_{1} \\ =0 & \text { for } x_{1} \leq x \leq x_{2}\end{cases}
$$

Introducing this observation into the Volterra equation above, we find that

$$
\begin{aligned}
0 & >y\left(x_{2}\right)=y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{x_{2}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t \\
& =y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{x_{1}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t+\frac{1}{\Gamma(n)} \int_{x_{1}}^{x_{2}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t \\
& =y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{x_{1}}\left(x_{2}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t \\
& \geq y_{0}+\frac{1}{\Gamma(n)} \int_{0}^{x_{1}}\left(x_{1}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t=y\left(x_{1}\right)=0
\end{aligned}
$$

which is the required contradiction that shows that $y$ cannot have a change of sign. Thus, $y(x) \geq 0$ for all $x \geq 0$.

Using this observation, we then conclude from the Volterra form of our initial value problem, using the fact that $f(t, y) \leq 0$ for all $t$ and $y$ by definition, that $y(x) \leq y_{0}$.

Finally, the strict inequality $y(x)>0$ then follows from Corollary 6.16.
Under additional assumptions we may also say something about the limit of $y(x)$ as $x \rightarrow \infty$.

Theorem 7.22. Assume the hypotheses of Theorem 7.21. Moreover, assume that for all $a>0$ and all continuous functions $Y:[0, \infty) \rightarrow\left[a, y_{0}\right]$ there holds

$$
\lim _{x \rightarrow \infty} J_{0}^{n}[f(\cdot, Y(\cdot))](x)=-\infty
$$

Then,

$$
\lim _{x \rightarrow \infty} y(x)=0
$$

if the limit exists.
Proof. In view of Theorem 7.21 it is clear that $0 \leq y(x) \leq y_{0}$ for all $x$, and hence $\lim _{x \rightarrow \infty} y(x) \geq 0$ if the limit exists. We shall prove indirectly that the limit must be zero. To this end let us assume that $\lim _{x \rightarrow \infty} y(x)=\lambda>0$. We may then find an $x_{0}$ such that $y(x) \geq \lambda / 2$ for all $x \geq x_{0}$. Now we define

$$
Y(x):= \begin{cases}y(x) & \text { for } x>x_{0} \\ y\left(x_{0}\right) & \text { for } x \leq x_{0} .\end{cases}
$$

Obviously, $Y$ is a continuous function satisfying $Y(x) \geq \lambda / 2$ for all $x \geq 0$, and from the Volterra form of the initial value problem under consideration we see that

$$
\begin{aligned}
y(x)=y_{0}+J_{0}^{n}[f(\cdot, y(\cdot))](x)= & y_{0}+J_{0}^{n}[f(\cdot, y(\cdot))-f(\cdot, Y(\cdot))](x) \\
& +J_{0}^{n}[f(\cdot, Y(\cdot))](x) .
\end{aligned}
$$

On the right-hand side of this equation, the first term is a constant and the last term tends to $-\infty$ as $x \rightarrow \infty$ by assumption. We shall show below that the second term remains bounded as $x$ grows. Form this observation we then conclude that $y(x) \rightarrow-\infty$ as $x \rightarrow \infty$ which contradicts the fact that $y(x) \geq 0$ that follows from Theorem 7.21. Thus, our assumption $\lim _{x \rightarrow \infty} y(x)>0$ must be false.

To prove the boundedness of the second term in the equation above for $x \rightarrow \infty$, we write

$$
J_{0}^{n}[f(\cdot, y(\cdot))-f(\cdot, Y(\cdot))](x)=\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1}[f(t, y(t))-f(t, Y(t))] \mathrm{d} t
$$

and observe that the term in brackets vanishes for $t>x_{0}$ by definition of $Y$. Thus,

$$
\begin{aligned}
\left|J_{0}^{n}[f(\cdot, y(\cdot))-f(\cdot, Y(\cdot))](x)\right| & =\frac{1}{\Gamma(n)}\left|\int_{0}^{x_{0}}(x-t)^{n-1}[f(t, y(t))-f(t, Y(t))] \mathrm{d} t\right| \\
& \leq \frac{2}{\Gamma(n)} \sup _{t \in\left[0, x_{0}\right], z \in\left[0, y_{0}\right]}|f(t, z)| \int_{0}^{x_{0}}(x-t)^{n-1} \mathrm{~d} t \\
& =\frac{2}{\Gamma(n+1)} \sup _{t \in\left[0, x_{0}\right], z \in\left[0, y_{0}\right]}|f(t, z)|\left(x^{n}-\left(x-x_{0}\right)^{n}\right) .
\end{aligned}
$$

The expression on the right-hand side is easily seen to be a positive and monotonically decreasing function of $x$ and hence bounded as required.

Remark 7.6. A particular situation where the assumptions of Theorem 7.21 are satisfied is the case of a homogeneous linear fractional differential equation, i.e. the case $f(x, z)=-\mu(x) z$, with some nonnegative continuous and bounded function $\mu$. If, in addition, $\mu(x) \geq \mu_{0}>0$ for all $x \geq 0$ with a suitable constant $\mu_{0}$, then Theorem 7.22 is applicable too. A sufficient condition for this to hold is that $\mu(x)=\mu_{0}$ is a positive constant.

These observations now place us, as indicated in Sect. 7.1, in a position to prove Theorem 7.3 without using Laplace transform techniques.
Proof (of Theorem 7.3). The function $u_{0}$ under consideration in Theorem 7.3 is the unique solution of the homogeneous fractional relaxation equation $D_{* 0}^{n} u_{0}(x)=$ $-\mu u_{0}(x)$ with some $\mu>0$ subject to the initial condition $u_{0}(x)=1$. This corresponds to the case $f(t, z)=-\mu z$ of Theorems 7.21 and 7.22. It is easily seen that the assumptions of both these theorems are fulfilled. We thus obtain $0<u_{0}(x) \leq 1$ for all $x \in[0, \infty)$ by Theorem 7.21 and $\lim _{x \rightarrow \infty} u_{0}(x)=0$ by Theorem 7.22.

From the explicit representation of $u_{0}$ in terms of the Mittag-Leffler function and the power series expansion of the latter we find that $u_{0}$ has infinitely many continuous derivatives on the open interval $(0, \infty)$ and that $\lim _{x \rightarrow 0+} u_{0}^{\prime}(x)=-\infty$. We can then differentiate the Volterra form of the initial value problem for $x>0$ which yields

$$
u_{0}^{\prime}(x)=-\frac{\mu}{\Gamma(n)} x^{n-1}-\frac{\mu}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} u_{0}^{\prime}(t) \mathrm{d} t
$$

This is a Volterra equation for $u_{0}^{\prime}$. We have seen above that $u_{0}^{\prime}(x)<0$ for $x \in(0, \varepsilon)$ with some $\varepsilon>0$. With this knowledge we can then handle the Volterra equation for $u_{0}^{\prime}$ in the same way as we had done with the equation for $y$ in the proof of Theorem 7.21 to show that $u_{0}^{\prime}$ does not have a change of sign. A repeated application of this step (differentiation of the Volterra equation and showing that the solution does not change its sign) then gives the properties of the derivatives of $u_{0}$ stated in part (a) of Theorem 7.3.

A particular consequence of the results that we have just proved is the fact that $u_{0}$ is a monotonically decreasing function that converges to zero as its argument grows to $\infty$. It is therefore worth trying to model the asymptotic behaviour of $u_{0}(x)$ in this limit case via the approach

$$
u_{0}(x)=c x^{-\beta}+o\left(x^{-\beta}\right) \quad \text { as } x \rightarrow \infty
$$

with certain constants $\beta>0$ and $c \in \mathbb{R}$. We may insert this relation into the Volterra form of the initial value problem to obtain

$$
\begin{aligned}
c x^{-\beta}+o\left(x^{-\beta}\right) & =u_{0}(x)=1-\frac{\mu}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} u_{0}(t) \mathrm{d} t \\
& =1-\frac{c \mu}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} t^{-\beta} \mathrm{d} t+\int_{0}^{x}(x-t)^{n-1} o\left(t^{-\beta}\right) \mathrm{d} t \\
& =1-\frac{c \mu}{\Gamma(n)} x^{n-\beta} \frac{\Gamma(n) \Gamma(1-\beta)}{\Gamma(n+1-\beta)}+o\left(x^{n-\beta}\right)
\end{aligned}
$$

Since we have no term of order $x^{0}$ on the left-hand side, we must not have such a term on the right-hand side either. Thus the constant 1 and the next highest term on the right-hand side, i.e. the term involving $x^{n-\beta}$, must cancel each other. This yields

$$
\beta=n \quad \text { and } \quad c=\frac{1}{\mu \Gamma(1-n)}
$$

which proves part (b) of the theorem.

### 7.4 Singular Equations

The problems considered so far have all been regular in the sense that the function $f$ on the right-hand side of the differential equation (6.1a) has been at least continuous (and, in most cases, even differentiable a certain number of times). In some applications however one encounters equations where this is not the case. Therefore we will now conclude this chapter with a section devoted to some results concerning such singular problems. We will not provide a completely general analysis; rather we will restrict our attention to some particularly important special cases which will nevertheless demonstrate a rich variety of phenomena that may be encountered in the investigation of singular fractional differential equations.

An important and frequently used result in the theory of equations without singularities was the equivalence between the initial value problem (6.1) and the corresponding Volterra integral equation formulation (6.2) that we had established in Lemma 6.2. Our first observation in the context of this section is that in the presence of singularities we may lose this equivalence. This can be seen from the following example.

Example 7.6. For $1<n<2$, consider the integral equation

$$
\begin{equation*}
y(x)=1+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \frac{1}{y(t)-1} \mathrm{~d} t \tag{7.22}
\end{equation*}
$$

that formally corresponds to the initial value problem

$$
\begin{equation*}
D_{* 0}^{n} y(x)=\frac{1}{y(x)-1}, \quad y(0)=1, \quad y^{\prime}(0)=0 \tag{7.23}
\end{equation*}
$$

An explicit calculation shows that (7.22) is solved by the functions

$$
y(x)=1 \pm \frac{\sqrt{\Gamma(1-n / 2)}}{\sqrt{\Gamma(1+n / 2)}} x^{n / 2} .
$$

Thus we observe that the integral equation formulation has more than one continuous solution. However we also see that neither of these solutions is differentiable
at $x=0$, and therefore these solutions do not satisfy the second initial condition. We have thus found functions that solve the integral equation (7.22) but not the corresponding initial value problem (7.23).

A different prototypical example of a singular fractional differential equation that has important applications in practice has been introduced by Joulin [99] who uses it to model the propagation of a flame in the context of a thermo-diffusive model with high activation energies using a gaseous mixture with simple chemistry $A \rightarrow B$. In these circumstances, he shows that the radius of the flame at time $x$ is given by $y(x)$, where the function $y$ is the solution of the initial value problem

$$
\begin{equation*}
y(x) D_{* 0}^{1 / 2} y(x)=y(x) \ln y(x)+E q(x), \quad y(0)=0 \tag{7.24}
\end{equation*}
$$

Here the function $q$ describes a time-dependent point source energy, and therefore it is assumed to be nonnegative, continuous and integrable on $\mathbb{R}_{+}$, and $E$ represents the intensity of this heat source such that $E \cdot\|q\|_{L_{1}(0, \infty)}$ is the total amount of energy introduced into the system. It is sometimes assumed that $q$ is normalized such that $\|q\|_{L_{1}(0, \infty)}=1$; we found it convenient not to impose this requirement. For our purposes it will be useful to state the differential equation in an explicit form, i.e. we solve it for $D_{* 0}^{1 / 2} y$ and obtain the initial value problem in the representation

$$
\begin{equation*}
D_{* 0}^{1 / 2} y(x)=f(x, y(x)) \quad \text { with } \quad f(x, w):=\ln w+E \frac{q(x)}{w}, \quad y(0)=0 \tag{7.25}
\end{equation*}
$$

which is equivalent to the original form (7.24). It is immediately evident that the function $f$ is not continuous in any neighbourhood of the initial point $(0,0)$.

The model described by (7.24) which can be justified in a mathematically rigorous way [110] has some rather natural important questions associated with it. Apart from the most obvious one for an (exact or approximate) solution for a specific choice of the parameters $E$ and $q$, one is often strongly interested in the qualitative behaviour of the solution. Analytically, it is possible to prove the following result that indicates that we have to deal with a bifurcation phenomenon [8, Theorem 0.2]:
Theorem 7.23. Assume that there exists some $x_{0}>0$ such that $q(x)>0$ for $x \in$ $\left(0, x_{0}\right)$ and $q(x)=0$ else. Then, the initial value problem (7.24) has a unique continuous solution y. Moreover, there exists a critical value $E_{\text {crit }}(q)$ such that

- if $E>E_{\text {crit }}(q)$ then $y$ is defined on $[0, \infty)$ and $\lim _{x \rightarrow \infty} y(x)=\infty$
- if $E=E_{\text {crit }}(q)$ then $y$ is defined on $[0, \infty)$ and $\lim _{x \rightarrow \infty} y(x)=1$
- if $E<E_{\text {crit }}(q)$ then there exists some finite $x_{\max }>x_{0}$ such that $y$ is defined on $\left[0, x_{\max }\right]$ and $\lim _{x \rightarrow x_{\max }} y(x)=0$

The proof of this theorem may be found in [8]. It is based on the observation that the solution of the fractional initial value problem can be written as the solution of a parabolic partial differential equation that has the classical form for such equations and that, in particular, does not contain any fractional derivatives. The required properties then follow from the standard theory of parabolic partial differential equations.

Apart from the properties described in Theorem 7.23 above, a number of other results on analytical aspects of (7.25) are of interest.

The first observation deals with the asymptotic behaviour of the solution $y$ of our problem (7.25) as $x \rightarrow 0$. It is taken from [8, Proposition 1.2].

Theorem 7.24. Assume that $q(x) \geq 0$ for $x \geq 0$ and that $q(x)=q_{0} x^{\beta}(1+o(1))$ as $x \rightarrow 0$ with some $\beta \in[0,1 / 2)$. Then, as $x \rightarrow 0$, the solution $y$ of the initial value problem (7.24) behaves as

$$
y(x)=\rho_{\beta} x^{1 / 4+\beta / 2}(1+o(1))
$$

where

$$
\rho_{\beta}=\left(E q_{0} \frac{\Gamma\left(\frac{3}{4}-\frac{\beta}{2}\right)}{\Gamma\left(\frac{5}{4}-\frac{\beta}{2}\right)}\right)^{1 / 2} .
$$

The simplest special case of this result, $\beta=0$, already reveals that the asymptotic behaviour of the solution is significantly different from the behaviour that we would expect from the solution of a nonsingular equation as described by Theorems 6.38 and 6.39. Notice that this result is cited in [7, Proposition 2.1] with a factor $\sqrt{\pi}$ accidentally omitted. The significance of the condition $\beta<1 / 2$ in Theorem 7.24 is explained by the following result taken from [8, Proposition 1.4].

Theorem 7.25. Assume that $q(x)=q_{0} x^{\beta}(1+o(1))$ as $x \rightarrow 0$ with some $\beta \geq 1 / 2$. Then, as $x \rightarrow 0$, the solution $y$ of the initial value problem (7.24) behaves as

$$
y(x)=\frac{1}{\sqrt{\pi}} x^{1 / 2}|\ln x| \cdot(1+o(1))
$$

So the asymptotic behaviour of the exact solution near the origin changes as the parameter $\beta$ crosses the value $1 / 2$.

Similar results can be derived in the case that the support of $q$ is unbounded [8, Theorem 0.1]. More information on related questions may be found in [161]. From the point of view of applications however the situation discussed in Theorem 7.23 is by far the most relevant. Stated explicitly, it says that the flame will quench in finite time if the energy added to the system is smaller than the critical level $E_{\text {crit }}$, and it will burn persistently if the energy is above $E_{\text {crit }}$. For safety considerations it is therefore very important to find out the value of $E_{\text {crit }}$ (or at least lower bounds for it) if one is interested in keeping the fire under control. On the other hand, sometimes one is interested in constructing a permanently burning flame, and then one needs to know $E_{\text {crit }}$ (or at least upper bounds for it) in order to find an efficient process that uses as little energy as possible. Thus it is certainly justified to investigate the initial value problem (7.24) thoroughly, using both analytical and numerical approaches. This is even more emphasized by the observation [110, p. 570] that Joulin's ideas can be carried over to a much larger class of experiments, and so one should expect that a
successful procedure for (7.24) will also be able to handle models from this large class too. Such a study of numerical methods for this problem has been described, e.g., in [54]. From the analytical side however, the knowledge at the moment seems to be very limited.

## Exercises

Exercise 7.1. Let $u_{0}(x)=E_{n}\left(-x^{n}\right)$ for $1<n<2$ be the function investigated in Theorems 7.6 and 7.7. Compute this function numerically and plot the resulting graph of the function for

$$
n \in\{1.001,1.01,1.1,1.5,1.9,1.99,1.999\}
$$

on a sufficiently large interval. Based on the numerical results, determine the number of zeros of these functions and give approximate values for the largest and smallest zeros.
Hint: Efficient algorithms for the numerical computation of Mittag-Leffler functions are described in [79] and [175].

Exercise 7.2. Give a proof for Theorem 7.15.
Exercise 7.3. Give a proof for Theorem 7.24 under the assumption that $q(x)=$ $\tilde{q}(x) x^{\beta}$ where the function $\tilde{q}$ is analytic in a neighbourhood of the origin and satisfies $\tilde{q}(0)=q_{0}$.
Hint: Assume that the solution $y$ of (7.25) can be written as a generalized power series, viz. $y(x)=\sum_{j=0}^{\infty} c_{j} x^{\lambda_{j}}$. Insert this into the differential equation and compare left- and right-hand side to determine the values of $c_{j}$ and $\lambda_{j}$, and prove that the series converges.

Exercise 7.4. Give a proof for Theorem 7.25 under the assumption that $q(x)=$ $\tilde{q}(x) x^{\beta}$ where the function $\tilde{q}$ is analytic in a neighbourhood of the origin and satisfies $\tilde{q}(0)=q_{0}$.
Hint: Proceed as in Exercise 7.3, except that now the assumption on $y$ reads $y(x)=$ $\sum_{j=0}^{\infty} c_{j} x^{\lambda_{j}} \ln x$.

## Chapter 8 <br> Multi-Term Caputo Fractional Differential Equations

Up to this point, we have only considered so-called single-term equations, i.e. equations where only one differential operator is involved. In certain cases though we need to solve equations containing more than one differential operator. A classical example is the so-called Bagley-Torvik equation

$$
A D_{* 0}^{2} y(x)+B D_{* 0}^{3 / 2} y(x)+C y(x)=f(x)
$$

where $A, B$ and $C$ are certain constants and $f$ is a given function. This equation arises, for example, in the modelling of the motion of a rigid plate immersed in a Newtonian fluid. It was originally proposed in [184] and is thoroughly discussed, e.g., in [153, §8.3.2] and, from a numerical point of view, in [44]. Another example for an application of equations with more than one fractional derivative is the Basset equation

$$
D^{1} y(x)+b D_{*}^{n} y(x)+c y(x)=f(x), \quad y(0)=y_{0},
$$

where $0<n<1$. This equation is most frequently, but not exclusively, used with $n=$ $1 / 2$. It describes the forces that occur when a spherical object sinks in a (relatively less dense) incompressible viscous fluid; see, e.g., [14, 15, 125].

A most general type of equations that includes the examples mentioned above would be

$$
g\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k}} y(x)\right)=0
$$

with $0<n_{1}<n_{2}<\cdots<n_{k}$ and a certain function $g$. An equation of this type will be called a multi-term (or, more precisely, $k$-term) fractional differential equation. Since for such a general equation almost no results seem to be known, we restrict our attention to certain special cases (for the most part we will look at explicit equations, i.e. equations that can be solved for the highest order derivative $D_{* 0}^{n_{k}} y(x)$ ) and we investigate the most fundamental properties.

We first introduce a concept that will be useful throughout the investigation of multi-term equations and that is applicable to the fully general class of multi-term equations mentioned above, so there is no need to specialize on a subset of these equations yet.

Definition 8.1. The fractional differential equation

$$
g\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k}} y(x)\right)=0
$$

with $0<n_{1}<n_{2}<\cdots<n_{k}$ and a certain function $g$ is called commensurate if the numbers $n_{1}, n_{2}, \ldots, n_{k}$ are commensurate, i.e. if the quotients $n_{\mu} / n_{v}$ are rational numbers for all $\mu, v \in\{1,2, \ldots k\}$.
Remark 8.1. Some authors (see, e.g., [144]) use this terminology in a different sense; they apply it to systems of fractional differential equations of the form

$$
D_{* 0}^{n_{k}} y_{k}(x)=f_{k}\left(x, y_{1}(x), \ldots, y_{N}(x)\right), \quad k=1,2, \ldots, N
$$

and say that such a system is commensurate if $n_{1}=n_{2}=\ldots=n_{N}$. We refrain from this use of the notion and stick to our Definition 8.1 because the latter is more in keeping with the traditional use of the concept that is common in number theory.

The Bagley-Torvik equation is an example for a commensurate fractional differential equation in our sense; a counterexample is

$$
D_{* 0}^{1} y(x)+D_{* 0}^{1 / \pi} y(x)=0
$$

Whether the Basset equation is commensurate or not depends on the precise value of $n$ : The equation is commensurate if and only if $n$ is a rational number.

Commensuracy is important because it allows us to follow an approach that is well known from the theory of integer-order differential equations: We may transform the given equation into a system of differential equations involving only one differential operator. In this way we can invoke the theory of one-term equations as described in Chap. 6 in order to investigate questions of existence and uniqueness or to derive other properties of the solutions. Moreover we can use numerical methods for one-term equations as described, e.g., in the survey article [39] to approximate the solutions.

It is of course true that the assumption of commensuracy significantly restricts the class of differential equations that may be considered, but we can say that many equations derived in physical or engineering applications do have this property. Apart from the Bagley-Torvik equation, we refer to Koeller's model of viscoelastic materials (e.g., copolymers) described in [107, eqs. (3.9) and (3.10)]. Specifically we draw the reader's attention to the physical motivation of the commensuracy assumption given by Bagley and Calico in the second section of their paper [9]. Incidentally, Rossikhin and Shitikova [164] have recently pointed out that Koeller's equation is just a special case of a more general model for viscoelastic behaviour introduced in a formally different but equivalent way by Rabotnov [157].

To make the considerations slightly simpler, from now on we introduce the hypothesis mentioned above on the given differential equation: We assume that it can be solved explicitly for the highest order derivative, i.e. that the differential equation may be rewritten in the form

$$
D_{* 0}^{n_{k}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k-1}} y(x)\right)
$$

with a suitable function $f$. Our approach is essentially based on the following equivalence theorem taken from [45] that we shall extend later. The key statement of this theorem (and Theorem 8.2 below) is that the situation with commensurate multi-term fractional differential equations subject to appropriately chosen initial values is essentially the same as for differential equations of higher integer order: Such initial value problems may be rewritten in the form of a single-order system of equations.

Theorem 8.1. Consider the equation

$$
\begin{equation*}
D_{* 0}^{n_{k}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k-1}} y(x)\right) \tag{8.1a}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y^{(j)}(0)=y_{0}^{(j)}, \quad j=0,1, \ldots,\left\lceil n_{k}\right\rceil-1 \tag{8.1b}
\end{equation*}
$$

where $n_{k}>n_{k-1}>\ldots>n_{1}>0, n_{j}-n_{j-1} \leq 1$ for all $j=2,3, \ldots, k$ and $0<n_{1} \leq 1$. Assume that $n_{j} \in \mathbb{Q}$ for all $j=1,2, \ldots, k$, define $M$ to be the least common multiple of the denominators of $n_{1}, n_{2}, \ldots, n_{k}$ and set $\gamma:=1 / M$ and $N:=M n_{k}$. Then this initial value problem is equivalent to the system of equations

$$
\begin{align*}
D_{* 0}^{\gamma} y_{0}(x) & =y_{1}(x) \\
D_{* 0}^{\gamma} y_{1}(x) & =y_{2}(x) \\
& \vdots  \tag{8.2a}\\
D_{* 0}^{\gamma} y_{N-2}(x) & =y_{N-1}(x) \\
D_{* 0}^{\gamma} y_{N-1}(x) & =f\left(x, y_{0}(x), y_{n_{1} / \gamma}(x), \ldots, y_{n_{k-1} / \gamma}(x)\right),
\end{align*}
$$

together with the initial conditions

$$
y_{j}(0)= \begin{cases}y_{0}^{(j / M)} & \text { if } j / M \in \mathbb{N}_{0}  \tag{8.2b}\\ 0 & \text { else }\end{cases}
$$

in the following sense.

1. Whenever $Y:=\left(y_{0}, \ldots, y_{N-1}\right)^{\mathrm{T}}$ with $y_{0} \in C^{\left\lceil n_{k}\right.}[0, b]$ for some $b>0$ is the solution of the system (8.2), the function $y:=y_{0}$ solves the multi-term equation initial value problem (8.1).
2. Whenever $\left.y \in C^{\left\lceil n_{k}\right.}\right\rceil[0, b]$ is a solution of the multi-term initial value problem (8.1), the vector function $Y:=\left(y_{0}, \ldots y_{N-1}\right)^{\mathrm{T}}:=\left(y, D_{* 0}^{\gamma} y, D_{* 0}^{2 \gamma} y, \ldots, D_{* 0}^{(N-1) \gamma} y\right)^{\mathrm{T}}$ solves the multidimensional initial value problem (8.2).

Proof. In the case $n_{j} \in \mathbb{N}$ for all $j$ we have $M=1$ and $\gamma=1$, and therefore we recover a standard result from the theory of ordinary differential equations (of integer order). Thus, from now on we assume that at least one of the $n_{j}$ is not an integer. As a consequence we have $M \geq 2$ and hence $0<\gamma \leq 1 / 2$.

In order to prove the first claim, we have to assume that $\left(y_{0}, \ldots, y_{N-1}\right)^{\mathrm{T}}$ is a solution of the system, and we define $y:=y_{0}$. Then, by a repeated application of Lemma 3.13 (which is legal since $\gamma<1$ ) in combination with the system (8.2a) we have

$$
\begin{align*}
D_{* 0}^{\gamma} y(x) & =D_{* 0}^{\gamma} y_{0}(x)=y_{1}(x), \\
D_{* 0}^{2 \gamma} y(x) & =D_{* 0}^{\gamma} D_{* 0}^{\gamma} y(x)=D_{* 0}^{\gamma} y_{1}(x)=y_{2}(x), \\
D_{* 0}^{3 \gamma} y(x) & =D_{* 0}^{\gamma} D_{* 0}^{2 \gamma} y(x)=D_{* 0}^{\gamma} y_{2}(x)=y_{3}(x), \\
& \vdots  \tag{8.3}\\
D_{* 0}^{(N-1) \gamma} y(x) & =D_{* 0}^{\gamma} D_{* 0}^{(N-2) \gamma} y(x)=D_{* 0}^{\gamma} y_{N-2}(x)=y_{N-1}(x), \\
D_{* 0}^{N \gamma} y(x) & =D_{* 0}^{\gamma} D_{* 0}^{(N-1) \gamma} \gamma_{y}(x)=D_{* 0}^{\gamma} y_{N-1}(x) \\
& =f\left(x, y_{0}(x), y_{n_{1} / \gamma}(x), \ldots, y_{n_{k} / \gamma}(x)\right) \\
& =f\left(x, y_{0}(x), D_{* 0}^{n_{1}} y(x), \ldots, D_{* 0}^{n_{k-1}} y(x)\right) .
\end{align*}
$$

By definition, $N \gamma=M n_{k} / M=n_{k}$, and hence the left-hand side of the last equation is simply $D_{* 0}^{n_{k}} y(x)$. Thus the function $y$ satisfies the differential equation (8.1a). Moreover it is evident from the equation system (8.3) that, for $\ell=0,1, \ldots,\left\lceil n_{k}\right\rceil-1$ we have

$$
y^{(\ell)}(0)=D_{* 0}^{\ell} y(0)=y_{\ell \gamma}(0)=y_{\ell / M}(0)=y_{0}^{(\ell)}
$$

and so the function $y$ also satisfies the initial conditions (8.1b).
For the second claim we have to assume that $y$ satisfies the multi-term equation (8.1a) and the initial conditions (8.1b). The equation system (8.3) is valid in this case too, and therefore it follows that the vector-valued function $Y$ indeed satisfies (8.2a) and the initial conditions $y_{j}(0)=y_{0}^{(j / M)}$ whenever $j / M \in \mathbb{N}_{0}$. Finally, an application of Lemma 3.11 reveals that $y_{j}(0)=0$ in the other cases.

In many practical applications one has $n_{k}<1$. A close inspection of the proof reveals that we can relax the rationality condition of Theorem 8.1 in such a case. We can then state the following modification.
Theorem 8.2. Consider the equation (8.1a) subject to the initial conditions (8.1b) as in Theorem 8.1. Let now $1 \geq n_{k}>n_{k-1}>\ldots>n_{1}>0$, and assume the equation to be commensurate. Define $\widetilde{n}_{j}:=n_{j} / n_{1}$ for $j=1, \ldots, k$, let $\widetilde{M}$ be the least common multiple of the denominators of the values $\widetilde{n}_{1}, \ldots, \widetilde{n}_{k}$ and set $\gamma:=n_{1} / \widetilde{M}$ and $N:=\widetilde{M} n_{k} / n_{1}$. Then this initial value problem is equivalent to the system of equations (8.2a) together with the initial conditions (8.2b) in the same sense as in Theorem 8.1.

Remark 8.2. In the case of Theorem 8.2, due to the restriction $n_{k} \leq 1$ the initial conditions (8.2b) of the system can be simplified to

$$
y_{j}(0)= \begin{cases}y_{0}^{(0)} & \text { if } j=0 \\ 0 & \text { else }\end{cases}
$$

Proof. The proof is identical to the proof of the previous theorem. In that result we had to impose the rationality assumption only because we needed to make sure that $\gamma$ is a unit fraction (i.e. $1 / \gamma$ is an integer). The reason for this was that we had to combine the given initial values (corresponding to integer order derivatives) with the system (8.2a) in such a way that we had equations corresponding to integer order derivatives too. In the present case this is not necessary because the only given initial condition is related to the function $y$ itself.

As an immediate consequences of this result, we can deduce an existence theorem and a uniqueness theorem.

Theorem 8.3. Assume the hypotheses of Theorem 8.1 or Theorem 8.2. Moreover let $K>0, h^{*}>0$, and $G:=\left[0, h^{*}\right] \times\left[y_{0}^{(0)}-K, y_{0}^{(0)}+K\right] \times \prod_{j=1}^{k} T_{j}$ where $T_{j}=[-K, K]$ if $n_{j} \notin \mathbb{N}_{0}$ and $T_{j}=\left[y_{0}^{\left(n_{j}\right)}-K, y_{0}^{\left(n_{j}\right)}+K\right]$ else. If $f: G \rightarrow \mathbb{R}$ is continuous, then the multi-term initial value problem (8.1) has a solution on the interval $[0, h]$ with some $h>0$.

Proof. By the equivalence statement of Theorem 8.1 or 8.2 , respectively, we may reduce the existence question for the multi-term equation to the existence question for the vector-valued equation (8.2a) with initial conditions (8.2b). It is then easily seen that for this equation we may use the existence result from Theorem 6.1 (see also Remark 6.1) to deduce that a solution exists on the interval $[0, h]$ with a suitable $h>0$.

Theorem 8.4. Assume the hypotheses of Theorem 8.1 or Theorem 8.2. Moreover define the set $G$ as in Theorem 8.3. If $f: G \rightarrow \mathbb{R}$ is continuous and satisfies a Lipschitz condition with respect to all variables except for the first, then there exists some $h>0$ such that the multi-term initial value problem (8.1) has a unique solution on the interval $[0, h]$.

Proof. As in the proof of Theorem 8.3, we use the equivalence statement of Theorems 8.1 or 8.2 , respectively, to reduce the uniqueness question for the multiterm equation to the same question for the vector-valued equation (8.2a) subject to the initial conditions (8.2b). This time we invoke the uniqueness result of the PicardLindelöf Theorem 6.5 (see also Remark 6.1) to deduce that the problem (8.2) indeed has a unique solution.

Our next goal is to derive some Gronwall-type results. Specifically we show that, under small variations in the orders $n_{j}$ in the multi-term differential equation (8.1a) but subject to the assumption that all other given data remain unchanged, we can give a uniform bound on the change in the solution on any closed bounded interval $[0, h]$. We state and prove the result for an equation with two terms, but the generalisation to multi-term equations is straightforward. Note that a closely related discussion of similar results that apply to integral equations may be found, for example, in [20].

Lemma 8.5 (First Gronwall inequality for two-term equations). Let $n_{2}>0$ and $n_{1}, \tilde{n}_{1} \in\left(0, n_{2}\right)$ be chosen so that the equations

$$
\begin{equation*}
D_{* 0}^{n_{2}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x)\right) \tag{8.4a}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y(0)=y_{0}, y^{\prime}(0)=y_{0}^{\prime}, \ldots, y^{\left(\left\lceil n_{2}\right\rceil-1\right)}(0)=y_{0}^{\left(\left\lceil n_{2}\right\rceil-1\right)} \tag{8.4b}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{* 0}^{n_{2}} z(x)=f\left(x, z(x), D_{* 0}^{\tilde{n}_{1}} z(x)\right) \tag{8.5a}
\end{equation*}
$$

subject to the same initial conditions

$$
\begin{equation*}
z(0)=y_{0}, z^{\prime}(0)=y_{0}^{\prime}, \ldots, z^{\left(\left\lceil n_{2}\right\rceil-1\right)}(0)=y_{0}^{\left(\left\lceil n_{2}\right\rceil-1\right)} \tag{8.5b}
\end{equation*}
$$

(where $f$ satisfies a Lipschitz condition in its second and third arguments on a suitable domain) have unique continuous solutions $y, z:[0, h] \rightarrow \mathbb{R}$. We assume further that $\left\lfloor n_{1}\right\rfloor=\left\lfloor\tilde{n}_{1}\right\rfloor$. Then there exist constants $K_{1}$ and $K_{2}$ such that

$$
\begin{equation*}
|y(x)-z(x)| \leq K_{1}\left|n_{1}-\tilde{n}_{1}\right| E_{n_{2}}\left(K_{2} h^{n_{2}}\right) \tag{8.6}
\end{equation*}
$$

for all $x \in[0, h]$.
Remark 8.3. Note that if $n_{1}, \tilde{n}_{1}, n_{2}$ are all rational then the equations (8.4) and (8.5) may be rewritten as systems of equations as described in Theorem 8.1, and both equations have unique continuous solutions in view of Theorem 8.4.

Proof. The essential steps of the proof are very similar to those encountered in the theorems in Sect. 6.3: We write the solutions $y$ and $z$ in the form of the equivalent Volterra integral equations

$$
\begin{equation*}
y(x)=\sum_{j=0}^{\left\lceil n_{2}\right\rceil-1} \frac{y_{j}}{j!} x^{j}+\frac{1}{\Gamma\left(n_{2}\right)} \int_{0}^{x}(x-t)^{n_{2}-1} f\left(t, y(t), D_{* 0}^{n_{1}} y(t)\right) \mathrm{d} t \tag{8.7}
\end{equation*}
$$

and

$$
\begin{equation*}
z(x)=\sum_{j=0}^{\left\lceil n_{2}\right\rceil-1} \frac{y_{j}}{j!} x^{j}+\frac{1}{\Gamma\left(n_{2}\right)} \int_{0}^{x}(x-t)^{n_{2}-1} f\left(t, z(t), D_{* 0}^{\tilde{n}_{1}} z(t)\right) \mathrm{d} t \tag{8.8}
\end{equation*}
$$

and we fix $h>0$. Subtracting we obtain the relation

$$
\begin{aligned}
y(x)-z(x)= & \frac{1}{\Gamma\left(n_{2}\right)} \int_{0}^{x}(x-t)^{n_{2}-1}\left(f\left(t, y(t), D_{* 0}^{n_{1}} y(t)\right)-f\left(t, y(t), D_{* 0}^{\tilde{n}_{1}} y(t)\right)\right) \mathrm{d} t \\
& +\frac{1}{\Gamma\left(n_{2}\right)} \int_{0}^{x}(x-t)^{n_{2}-1}\left(f\left(t, y(t), D_{* 0}^{\tilde{n}_{1}} y(t)\right)-f\left(t, z(t), D_{* 0}^{\tilde{n}_{1}} z(t)\right)\right) \mathrm{d} t
\end{aligned}
$$

Now, with $m \in \mathbb{N}$ chosen so that $m-1<n_{1}, \tilde{n}_{1}<m$, and bearing in mind that $y$ is the unique solution to (8.4) on $[0, h]$ we can estimate (using the Lipschitz condition on $f$ and the definition of the Caputo derivative) the first term on the right-hand side:

$$
\left|\frac{1}{\Gamma\left(n_{2}\right)} \int_{0}^{x}(x-t)^{n_{2}-1}\left(f\left(t, y(t), D_{* 0}^{n_{1}} y(t)\right)-f\left(t, y(t), D_{* 0}^{\tilde{n}_{1}} y(t)\right)\right) \mathrm{d} t\right| \leq K_{1}\left|n_{1}-\tilde{n}_{1}\right|
$$

uniformly for $x \in[0, h]$. Moreover we can use the Lipschitz conditions on $f$ in the second term on the right-hand side to give

$$
\left|\frac{1}{\Gamma\left(n_{2}\right)} \int_{0}^{x}(x-t)^{n_{2}-1}\left(f\left(t, y(t), D_{* 0}^{\tilde{n}_{1}} y(t)\right)-f\left(t, z(t), D_{* 0}^{\tilde{n}_{1}} z(t)\right)\right) \mathrm{d} t\right| \leq K_{2} J_{0}^{n_{2}}|y-z|(x)
$$

by evaluating the integral representations of the fractional derivatives of $y$ and $z$. If we put $\delta(x)=y(x)-z(x)$ it follows that

$$
\begin{equation*}
|\delta(x)| \leq K_{1}\left|n_{1}-\tilde{n}_{1}\right|+K_{2} J_{0}^{n_{2}}|\delta|(x) \tag{8.9}
\end{equation*}
$$

Equation (8.9) now allows us to conclude by means of Lemma 6.19 that

$$
|\delta(x)| \leq K_{1}\left|n_{1}-\tilde{n}_{1}\right| E_{n_{2}}\left(K_{2} h^{n_{2}}\right)
$$

uniformly for $x \in[0, h]$ and the proof is complete.
An analogous statement is true if we vary the order of the other differential operator.

Lemma 8.6 (Second Gronwall inequality for two-term equations). Let $n_{1}>0$ and $n_{2}, \tilde{n}_{2} \in\left(n_{1}, \infty\right)$ be chosen such that $\left\lceil\tilde{n}_{2}\right\rceil=\left\lceil n_{2}\right\rceil$ and so that the equations (8.4) and

$$
\begin{equation*}
D_{* 0}^{\tilde{n}_{2}} z(x)=f\left(x, z(x), D_{* 0}^{n_{1}} z(x)\right) \tag{8.10a}
\end{equation*}
$$

subject to the same initial conditions

$$
\begin{equation*}
z(0)=y_{0}, z^{\prime}(0)=y_{0}^{\prime}, \ldots, z^{\left(\left\lceil n_{2}\right\rceil-1\right)}(0)=y_{0}^{\left(\left\lceil n_{2}\right\rceil-1\right)} \tag{8.10b}
\end{equation*}
$$

(where $f$ satisfies a Lipschitz condition in its second and third arguments on a suitable domain) have unique continuous solutions $y, z:[0, h] \rightarrow \mathbb{R}$. Then

$$
\begin{equation*}
\sup _{x \in[0, h]}|y(x)-z(x)|=O\left(n_{2}-\tilde{n}_{2}\right) \tag{8.11}
\end{equation*}
$$

Proof. The proof is essentially the same as the proof of Theorem 6.22; we omit the details.

We use the conclusions of Lemmas 8.5 and 8.6 several times. First we derive an existence and uniqueness theorem for more general multi-term nonlinear equations (with non-commensurate multiple derivatives). As before, we give a proof for the
two-term equation; the result can be easily generalised for equations with more terms.

Theorem 8.7. Let the bounded function $f:[0, h] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfy a uniform Lipschitz condition in its second and third arguments and be continuous in its first argument. It follows that the equation

$$
\begin{equation*}
D_{* 0}^{n_{2}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x)\right) \tag{8.12}
\end{equation*}
$$

where $n_{2}>n_{1}>0$, subject to the initial conditions

$$
D^{k} y(0)=y_{0}^{(k)}, \quad k=0,1, \ldots,\left\lceil n_{2}\right\rceil-1
$$

has a unique continuous solution on $[0, h]$.
Proof. Case 1: $n_{1}, n_{2} \in \mathbb{Q}$. We observe that the result is already established when $n_{1}$ and $n_{2}$ are rational because of Theorem 8.4.

Case 2 : $n_{2} \in \mathbb{Q}, n_{1} \notin \mathbb{Q}$. We construct a sequence $\left(n_{1, j}\right)_{j=1}^{\infty}$ of rational numbers whose limit is $n_{1}$. Without loss of generality, we may assume that all members of the sequence are contained in the interval $\left(\left\lfloor n_{1}\right\rfloor,\left\lfloor n_{1}+1\right\rfloor\right)$. Clearly by case 1 the equation (8.12) with $n_{1}$ replaced in turn by each $n_{1, j}$, subject to the given initial conditions, has a unique continuous solution $y^{[j]}$ on $[0, h]$ whose Caputo derivative of order $n_{2}$ is also continuous. We now use equation (8.9) together with the fact that $n_{1, j}-n_{1} \rightarrow 0$ as $j \rightarrow \infty$ to conclude that the sequence of solutions converges uniformly on $[0, h]$ to a continuous function $y$ with $D_{* 0}^{n_{2}} y$ also being continuous. It remains to prove that this function $y$ is the solution of (8.12).

To this end, let us define $r_{j}(z):=\left\|D_{* 0}^{n_{2}} z-f\left(\cdot, z(\cdot), D_{* 0}^{n_{1, j}} z(\cdot)\right)\right\|_{L_{\infty}[0, h]}$ for any $z$ such that $D_{* 0}^{n_{2}} z$ is continuous. By definition, we immediately obtain $r_{j}\left(y^{[j]}\right)=0$ for all $j$. Since $y^{[j]} \rightarrow y$ uniformly as $j \rightarrow \infty$ and $r$ is continuous on the space we consider, we find that

$$
r_{j}\left(y^{[j]}\right)-r_{j}(y) \rightarrow 0 \quad \text { as } j \rightarrow \infty
$$

Therefore $y$ is a solution of the given initial value problem.
Because of the Lipschitz condition on $f$, we can prove the uniqueness of the solution by the usual Picard iteration techniques, i.e. we proceed as in the proof of Theorem 6.5.

Case 3: $n_{2} \notin \mathbb{Q}$. Here we use a sequence $\left(n_{2, j}\right)$ of rational numbers satisfying $n_{2}<n_{2, j}<\left\lceil n_{2}\right\rceil$ for all $j$ and $\lim _{j \rightarrow \infty} n_{2, j}=n_{2}$. For each $j$ we can use either case 1 or case 2 (depending on whether or not $n_{1} \in \mathbb{Q}$ ) to provide a unique solution to the perturbed equation obtained by replacing $n_{2}$ by $n_{2, j}$ subject to the unmodified initial conditions. Then we proceed as in case 2 (but applying Lemma 8.6 instead of Lemma 8.5) to show that the corresponding sequence of solutions converges to the unique solution of the original problem.

Later in this section, we will give an alternative proof of this result, cf. Remark 8.5.

We can now use the Gronwall Lemmas to prove the structural stability of the initial value problem (8.1) even under small perturbations in the orders of the derivatives.

Theorem 8.8. Let y be the solution of

$$
D_{* 0}^{n_{k}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k-1}} y(x)\right)
$$

with initial conditions

$$
y^{(j)}(0)=y_{0}^{(j)}, \quad j=0,1, \ldots,\left\lceil n_{k}\right\rceil-1
$$

and let $z$ be the solution of

$$
D_{* 0}^{\tilde{n}_{k}} z(x)=f\left(x, z(x), D_{* 0}^{\tilde{n}_{1}} z(x), D_{* 0}^{\tilde{n}_{2}} z(x), \ldots, D_{* 0}^{\tilde{n}_{k-1}} z(x)\right)
$$

with initial conditions

$$
z^{(j)}(0)=y_{0}^{(j)}, \quad j=0,1, \ldots,\left\lceil n_{k}\right\rceil-1
$$

where $\left|n_{j}-\tilde{n}_{j}\right|<\varepsilon$ for all $j=1,2, \ldots, k$. Then there exists some $h>0$ such that both equations have a unique continuous solution on the interval $[0, h]$, and

$$
\|y-z\|_{L_{\infty}[0, h]}=O(\varepsilon), \quad \varepsilon \rightarrow 0
$$

Proof. The theorem follows from the observation that the difference $y-z$ is a Lipschitz function of $n_{j}-\tilde{n}_{j}, j=1,2, \ldots, k$, because of the Gronwall-type Lemmas 8.5 and 8.6.

Remark 8.4. It follows, by the application of Theorem 8.8, that the solution of any non-commensurate multi-order fractional differential equation may be arbitrarily closely approximated over a finite interval $[0, h]$ by solutions of equations of rational order (which may in turn be solved by conversion to a system of equations of low order).

Up to this point, our main approach for handling multi-term equations was based on rewriting them in the form of a single-term equation for a vector-valued function. This latter equation has a formally very simple and appealing structure, and the entire process is quite natural, but the approach has two disadvantages. Firstly, it only works exactly in the case of commensurate equations (if $n_{k}<1$ ), or, even more restrictively, in the case of equations with rational orders (if $n_{k} \geq 1$ ). In all other cases we cannot replace the given multi-term equation by a corresponding single-order system exactly; we must be content with an approximation. The second potential problem is not a major obstacle from the analytical point of view but it can have very unpleasant effects when one tries to employ it for the numerical solution of multi-term equations as discussed, e.g., in [35,36]: Depending on the exact values
of the orders $n_{j}$ of the differential operators, the parameter $\gamma$ in Theorem 8.1 or 8.2 may be very small. This means that the dimension of the resulting system, which is proportional to $1 / \gamma$, may be extremely large. In view of these potential difficulties we shall now look at a different approach for handling multi-term equations that will also provide us with an alternative proof of the general existence and unique result stated in Theorem 8.7 above.

This second approach (which is described, e.g., in [39]) is based on an alternative way of setting up a mathematical model involving more than one fractional derivative. Specifically, we may use a system of fractional differential equations where each equation has an order that may or may not coincide with the orders of the other equations. To put it more formally, this leads to a model of the type

$$
\begin{align*}
D_{*}^{n_{1}} y_{1}(x) & =f_{1}\left(x, y_{1}(x), \ldots, y_{k}(x)\right), \\
\vdots & \vdots  \tag{8.13a}\\
D_{*}^{n_{k}} y_{k}(x) & =f_{k}\left(x, y_{1}(x), \ldots, y_{k}(x)\right) .
\end{align*}
$$

As we shall see it is sufficient for our purposes to assume that $0<n_{j} \leq 1$ for all $j$. This implies that the initial conditions for the differential equation system (8.13a) have the form

$$
\begin{equation*}
y_{j}(0)=y_{j, 0} \quad(j=1,2, \ldots, k) \tag{8.13b}
\end{equation*}
$$

A system of this class will be called a multi-order fractional differential system. Multi-order fractional differential systems seem to be investigated less frequently than multi-term equations, but we will now describe some close connections between the two concepts, and thus the former deserve some attention at least in view of the fact that they can be very useful tools for the analytical and numerical treatment of the latter.

Once again, we want to rewrite the given multi-term fractional differential equation in the form of a system of single-term equations. In contrast to the method described above this system will now be a multi-order system. To this end it will be useful to assume that all the integers that are contained in the interval $\left(0, n_{k}\right)$ are also members of the finite sequence $\left(n_{j}\right)_{j=1}^{k}$. In other words, it is impossible for two consecutive elements of the finite sequence $\left(n_{j}\right)$ to lie on opposite sides of an integer number. It is obvious that such an assumption does not lead to any loss of generality. Then, given the equation (8.1a), we may write $\beta_{1}:=n_{1}$, $\beta_{j}:=n_{j}-n_{j-1}(j=2,3, \ldots, k), y_{1}:=y$ and $y_{j}:=D_{*}^{n_{j-1}} y, j=2,3, \ldots, k$. Note that under our assumptions on the $n_{j}$ it is clear that $0<\beta_{j} \leq 1$ for all $j$. Then we can conclude the following equivalence result:

Theorem 8.9. Subject to the conditions above, the multi-term equation (8.1a) with initial conditions (8.1b) is equivalent to the system

$$
\begin{align*}
D_{*}^{\beta_{1}} y_{1}(x)= & y_{2}(x) \\
D_{*}^{\beta_{2}} y_{2}(x)= & y_{3}(x) \\
\vdots & \vdots  \tag{8.14a}\\
D_{*}^{\beta_{k-1}} y_{k-1}(x)= & y_{k}(x) \\
D_{*}^{\beta_{k}} y_{k}(x) & =f\left(x, y_{1}(x), y_{2}(x), \ldots, y_{k}(x)\right)
\end{align*}
$$

with the initial conditions

$$
y_{j}(0)= \begin{cases}y_{0}^{(0)} & \text { if } j=1,  \tag{8.14b}\\ y_{0}^{(\ell)} & \text { if } n_{j-1}=\ell \in \mathbb{N}, \\ 0 & \text { else }\end{cases}
$$

in the following sense:

1. Whenever the function $\left.y \in C^{\left\lceil n_{k}\right.}\right][0, X]$ is a solution of the multi-term equation (8.1a) with initial conditions (8.1b), the vector-valued function $Y:=\left(y_{1}, \ldots, y_{k}\right)^{\mathrm{T}}$ with

$$
y_{j}(x):= \begin{cases}y(x) & \text { if } j=1,  \tag{8.15}\\ D_{*}^{n_{j-1}} y(x) & \text { if } j \geq 2,\end{cases}
$$

is a solution of the multi-order fractional differential system (8.14a) with initial conditions (8.14b).
2. Whenever the vector-valued function $Y:=\left(y_{1}, \ldots, y_{k}\right)^{\mathrm{T}}$ is a solution of the multiorder fractional differential system (8.14a) with initial conditions (8.14b), the function $y:=y_{1}$ is a solution of the multi-term equation (8.1a) with initial conditions (8.1b).

Proof. The proof proceeds along exactly the same steps as the proof of Theorem 8.1.

Example 8.1. Rewrite the initial value problem

$$
\begin{align*}
& D_{*}^{3.3} y(x)=f\left(x, y(x), D_{*}^{0.1} y(x), D^{1} y(x), D_{*}^{1.2} y(x), D_{*}^{1.5} y(x),\right. \\
&\left.D_{*}^{1.7} y(x), D^{2} y(x), D_{*}^{2.2} y(x), D_{*}^{2.6} y(x), D^{3} y(x)\right),  \tag{8.16}\\
& y^{(j)}(0)=y_{0}^{(j)}, \quad j=0,1,2,3,
\end{align*}
$$

in the form indicated in Theorem 8.9.
In this case, the approach of Theorem 8.9 gives us the system

$$
\begin{aligned}
D_{*}^{0.1} y_{1}(x) & =y_{2}(x), & D_{*}^{0.9} y_{2}(x) & =y_{3}(x), \\
D_{*}^{0.2} y_{3}(x) & =y_{4}(x), & D_{*}^{0.3} y_{4}(x) & =y_{5}(x), \\
D_{*}^{0.2} y_{5}(x) & =y_{6}(x), & D_{*}^{0.3} y_{6}(x) & =y_{7}(x), \\
D_{*}^{0.2} y_{7}(x) & =y_{8}(x), & D_{*}^{0.4} y_{8}(x) & =y_{9}(x), \\
D_{*}^{0.4} y_{9}(x) & =y_{10}(x), & D_{*}^{0.3} y_{10}(x) & =f\left(x, y_{1}(x), y_{2}(x), \ldots, y_{10}(x)\right)
\end{aligned}
$$

with initial conditions

$$
\begin{array}{ll}
y_{1}(0)=y_{0}^{(0)}, & y_{3}(0)=y_{0}^{(1)} \\
y_{7}(0)=y_{0}^{(2)}, & y_{10}(0)=y_{0}^{(3)} \\
y_{j}(0)=0 & \text { for } j \in\{2,4,5,6,8,9\} .
\end{array}
$$

We additionally note the exact correspondence between the component functions $y_{j}$ of the solution of the multi-order system on the one hand and the fractional derivatives of the solution $y$ of the multi-term equation on the other hand, viz.

$$
\begin{array}{rlrl}
y_{1}=y, & y_{2}=D_{*}^{0.1} y, \quad y_{3}=D^{1} y, \\
y_{4} & =D_{*}^{1.2} y, & y_{5}=D_{*}^{1.5} y, \quad y_{6}=D_{*}^{1.7} y, \\
y_{7} & =D^{2} y, & & y_{8}=D_{*}^{2.2} y, \quad y_{9}=D_{*}^{2.6} y,  \tag{8.17}\\
y_{10} & =D^{3} y . & &
\end{array}
$$

Edwards et al. [59] have developed an alternative approach for the conversion of multi-term equations to multi-order systems. To describe this method we assume, for the sake of simplicity, that the highest order differential operator is not an integer-order derivative. Otherwise some small formal modifications in the notation are necessary, but the basic concept and the main results remain unchanged. The fundamental idea is best explained by looking at the problem from Example 8.1 again. We have two goals in mind. The first one is to retain the structure of the system (8.17) (in particular, the dimension of the system and the structure of the initial conditions). On the other hand we want to combine the components $y_{j}$ in a different way such that the number of non-integer order derivatives is minimized. This leads us to the system

$$
\begin{aligned}
D_{*}^{0.1} y_{1}(x) & =y_{2}(x), & D^{1} y_{1}(x) & =y_{3}(x), \\
D_{*}^{0.2} y_{3}(x) & =y_{4}(x), & D_{*}^{0.5} y_{3}(x) & =y_{5}(x), \\
D_{*}^{0.7} y_{3}(x) & =y_{6}(x), & D^{1} y_{3}(x) & =y_{7}(x), \\
D_{*}^{0.2} y_{7}(x) & =y_{8}(x), & D_{*}^{0.6} y_{7}(x) & =y_{9}(x), \\
D^{1} y_{7}(x) & =y_{10}(x), & D_{*}^{0.3} y_{10}(x) & =f\left(x, y_{1}(x), y_{2}(x), \ldots, y_{10}(x)\right) .
\end{aligned}
$$

The approach via Theorem 8.9 created ten differential equations of strictly fractional orders whereas we now have seven strictly fractional and three first-order equations. This feature seems to be attractive from the point of view of computation cost when such systems are solved numerically: A first-order equation is cheaper to solve than a fractional-order equation because the operators involved in the latter are non-local. However, as indicated by Ford and Connolly [66], the structure of the system may be so inconvenient that the advantage gained by this locality can be lost completely.

For a general formal description of this method it is advantageous to express the multi-term equation in the form

$$
\begin{align*}
D_{*}^{k+\delta_{k, \ell_{k}}} y(x)=f(x, & D^{0} y(x), D_{*}^{\delta_{0,1}} y(x), \ldots, D_{*}^{\delta_{0, \ell_{0}}} y(x), \\
& D^{1} y(x), D_{*}^{1+\delta_{1,1}} y(x), \ldots, D_{*}^{1+\delta_{1, \ell_{1}}} y(x), \ldots,  \tag{8.18a}\\
& \left.D^{k} y(x) \ldots, D_{*}^{k+\delta_{k, \ell_{k}-1}} y(x)\right)
\end{align*}
$$

where $0<\delta_{j, 1}<\delta_{j, 2}<\cdots<\delta_{j, \ell_{j}}<1$ for all $j$. The corresponding initial conditions are then

$$
\begin{equation*}
y_{j}(0)=y_{0}^{(j)}, \quad j=0,1, \ldots, k \tag{8.18b}
\end{equation*}
$$

In order to achieve our goal, we define

$$
s(\mu, \sigma):=\sigma+\mu+1+\sum_{j=0}^{\mu-1} \ell_{j} \quad \text { and } \quad N:=s\left(k, \ell_{k}\right)-1=k+\sum_{j=0}^{k} \ell_{j} .
$$

Notice that $N$ is the total number of differential operators of strictly positive order in (8.18a). Thus, in our terminology, (8.18a) is an $N$-term equation. Using this notation, we come to the following statement.

Theorem 8.10. The multi-term initial value problem (8.18) is equivalent to the $N$-dimensional system

$$
\begin{align*}
D_{*}^{\delta_{\mu, \sigma}} y_{s(\mu, 0)}(x) & =y_{s(\mu, \sigma)}(x), \quad \mu=0,1, \ldots, k, \quad \sigma=1,2, \ldots, \widehat{\sigma}_{\mu} \\
D^{1} y_{s(\mu, 0)}(x) & =y_{s(\mu+1,0)}(x), \quad \mu=0,1, \ldots, k-1  \tag{8.19a}\\
D_{*}^{\delta_{k, n_{k}}} y_{s(k, 0)}(x) & =f\left(x, y_{1}(x), y_{2}(x), \ldots, y_{N}(x)\right)
\end{align*}
$$

where $\widehat{\sigma}_{\mu}:=\ell_{\mu}$ if $0 \leq \mu<k$ and $\widehat{\sigma}_{k}:=\ell_{k}-1$, with the initial conditions

$$
y_{j}(0)= \begin{cases}y_{0}^{(k)} & \text { if there exists } k \text { such that } j=s(k, 0)  \tag{8.19b}\\ 0 & \text { else }\end{cases}
$$

in the following sense:

1. Whenever the function $y \in C^{k+1}[0, X]$ is a solution of the multi-term equation (8.18a) with initial conditions (8.18b), the vector-valued function $Y:=$ $\left(y_{1}, \ldots, y_{N}\right)^{\mathrm{T}}$ with

$$
y_{s(\mu, \sigma)}(x):=\left\{\begin{array}{ll}
D^{\mu} y(x) & \text { for } \sigma=0,  \tag{8.20}\\
D_{*}^{\mu+\delta_{\mu, \sigma}} y(x) & \text { for } \sigma=1,2, \ldots, \widehat{\sigma}_{\mu},
\end{array} \quad \mu=0,1, \ldots, k\right.
$$

is a solution of the multi-order system (8.19a) with initial conditions (8.19b).
2. Whenever the vector-valued function $Y:=\left(y_{1}, \ldots, y_{N}\right)^{\mathrm{T}}$ is a solution of the multiorder system (8.19a) with initial conditions (8.19b), the function $y:=y_{1}$ is a solution of the multi-term equation (8.18a) with initial conditions (8.18b).

This result has been stated without proof for a subset of the class of equations described in (8.18a) in [59]. It is evident that the method used in the proof of Theorem 8.1 above, i.e. a repeated application of our Lemma 3.13, can once again be used to give a formal proof of Theorem 8.10. We leave the details to the reader.

A useful application of the concepts developed above can be found, as noted by Ford et al. [67], in the context of single-order fractional differential equations whose order is greater than 1. Indeed, given an initial value problem of the form

$$
\begin{equation*}
D_{* 0}^{n} y(x)=f(x, y(x)), \quad y^{(k)}(0)=y_{0}^{(k)} \quad(k=0,1, \ldots,\lceil n\rceil-1), \tag{8.21}
\end{equation*}
$$

with some non-integer $n>1$, we may interpret the right-hand side of the differential equation formally as a function of $x$ and $D^{k} y(x), k=0,1, \ldots,\lceil n\rceil-1$, that actually does not depend on $D^{k} y(x), k=1,2, \ldots,\lceil n\rceil-1$. Then, using our techniques developed in Theorem 8.9 we may rewrite the given problem in the equivalent form

$$
\begin{align*}
D^{1} y_{1}(x) & =y_{2}(x), \\
D^{1} y_{2}(x) & =y_{3}(x), \\
\vdots & \vdots  \tag{8.22a}\\
D^{1} y_{\lceil n\rceil-1}(x)= & y_{\lceil n\rceil}(x), \\
D_{* 0}^{n-\lfloor n\rfloor} y_{\lceil n\rceil}(x)= & f\left(x, y_{1}(x)\right)
\end{align*}
$$

with initial conditions

$$
\begin{equation*}
y_{k}(0)=y_{0}^{(k-1)} \quad(k=1,2, \ldots,\lceil n\rceil), \tag{8.22b}
\end{equation*}
$$

i.e. as multi-order system with orders less than or equal to 1 . Incidentally we could have applied Theorem 8.10 instead of Theorem 8.9 as well; in this special case both approaches lead to the same system. The system (8.22) is a somewhat easier object for numerical work as some algorithms tend to behave much worse when applied to equations of higher order. In addition, this concept may be considered an extension of the well known classical technique for the numerical solution of initial value problems of higher integer order which consists of rewriting the problem in the form of a first-order system and solving this system numerically with the help of an algorithm for first-order initial value problems.

We have not addressed the questions of existence and uniqueness of solutions for general multi-order systems (8.13a) with the corresponding initial conditions (8.13b) yet. For systems of the special form (8.14a) or (8.19a) we may use a reduction to multi-term equations by means of Theorem 8.9 or Theorem 8.10, respectively. However neither of these approaches covers the general case (8.13a). In order to prove an existence and uniqueness result for the latter we propose to use a completely different method of proof. Doing so, it is indeed possible to show the following result that actually covers a class of equations that is more general than that given in (8.13).

Theorem 8.11. Let $n_{j}>0$ for $j=1,2, \ldots, k$ and consider the initial value problem given by the multi-order fractional differential system

$$
\begin{equation*}
D_{*}^{n_{j}} y_{j}(x)=f_{j}\left(x, y_{1}(x), \ldots, y_{k}(x)\right), \quad j=1,2, \ldots, k, \tag{8.23a}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
y_{j}^{(\ell)}(0)=y_{j, 0}^{(\ell)}, \quad \ell=0,1, \ldots,\left\lceil n_{j}\right\rceil-1, \quad j=1,2, \ldots, k \tag{8.23b}
\end{equation*}
$$

Assume that the functions $f_{j}:[0, X] \times \mathbb{R}^{k} \rightarrow \mathbb{R}, j=1,2, \ldots, k$, are continuous and satisfy Lipschitz conditions with respect to all their arguments except for the first. Then the initial value problem has a uniquely determined continuous solution.

Proof. A componentwise application of Lemma 6.2 shows that the initial value problem (8.23) is equivalent to the Volterra equation system

$$
\begin{equation*}
y_{j}(x)=\sum_{\ell=0}^{\left\lceil n_{j}\right\rceil-1} y_{j, 0}^{(\ell)} \frac{x^{\ell}}{\ell!}+\frac{1}{\Gamma\left(n_{j}\right)} \int_{0}^{x}(x-t)^{n_{j}-1} f_{j}\left(t, y_{1}(t), \ldots, y_{k}(t)\right) \mathrm{d} t \tag{8.24}
\end{equation*}
$$

$j=1,2, \ldots, k$. We then define $n:=\min _{j} n_{j}$ and rewrite (8.24) in the form

$$
y_{j}(x)=\sum_{\ell=0}^{\left\lceil n_{j}\right\rceil-1} y_{j, 0}^{(\ell)} \frac{x^{\ell}}{\ell!}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \widetilde{f}_{j}\left(t, y_{1}(t), \ldots, y_{k}(t)\right) \mathrm{d} t
$$

for $j=1,2, \ldots, k$ where

$$
\widetilde{f}_{j}\left(t, y_{1}, \ldots, y_{k}\right):=\frac{\Gamma(n)}{\Gamma\left(n_{j}\right)}(x-t)^{n_{j}-n} f_{j}\left(t, y_{1}, \ldots, y_{k}\right)
$$

Introducing the vector notation $Y:=\left(y_{1}, \ldots, y_{k}\right)^{\mathrm{T}}, \widetilde{F}:=\left(\widetilde{f}_{1}, \ldots, \widetilde{f}_{k}\right)^{\mathrm{T}}$, and a corresponding expression for the initial values, we can combine these $k$ scalar equations into one vector equation, viz.

$$
Y(x)=\sum_{\ell=0}^{\max _{j}\left[n_{j}\right\rceil-1} Y_{0}^{(\ell)} \frac{x^{\ell}}{\ell!}+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} \widetilde{F}(t, Y(t)) \mathrm{d} t .
$$

In view of our assumptions on the $f_{j}$ and the fact that $n_{j} \geq n$ for all $j$, we conclude that all the functions $\widetilde{f}_{j}$ are continuous and satisfy Lipschitz conditions with respect to $y_{1}, \ldots, y_{k}$. Thus, $\widetilde{F}$ is continuous and satisfies a Lipschitz condition with respect to $Y$, and in view of some standard results from the theory of Volterra integral equations [115, Theorem 4.8] (see also [115, Section 3.5]) we can conclude the existence and uniqueness of a continuous solution $Y=\left(y_{1}, \ldots, y_{k}\right)^{\mathrm{T}}$.

Remark 8.5. Evidently, the combination of Theorems 8.11 and 8.9 gives us a second method to prove the general existence and uniqueness result for multi-term equations, viz. Theorem 8.7.

We have thus presented three different ways to construct a system of singleterm fractional differential equations from a given multi-term equation. The first approach, described in Theorem 8.1, leads to a system whose constituent equations all have the same order. While this feature may look appealing, its disadvantages are that the dimension of the system may be very large and that it is applicable only if the orders of the differential operators satisfy certain number-theoretic conditions. The second approach is contained in Theorem 8.9. In general, it will lead to a multi-order system of differential equations, i.e. a system whose equations may contain differential operators of different orders, but typically none of these orders will be integers. This concept is always applicable, and it tends to produce much smaller systems than the first approach. Finally, the third approach (see Theorem 8.10) is very similar to the second one, but it replaces fractional-order differential equations by first-order equations wherever possible. It is always applicable too, and it produces systems whose dimensions are the same as those created by the second approach.

A detailed comparison of these three methods has been provided by Ford and Connolly [66] whose main goal was to find out which of these schemes was most suitable for being combined with numerical algorithms for (single- or multi-order) fractional differential systems in an attempt to create an efficient strategy for the numerical solution of multi-term equations. Their main result was that the reformulation of the given multi-term equation in the form indicated in Theorem 8.10 usually turned out to give the weakest performance, whereas the two other approaches were much more efficient. Whether the application of Theorem 8.1 is to be preferred over Theorem 8.9 or vice versa depends on the precise nature of the given multi-term equation, particularly on the distribution of the orders of the differential operators involved. We refer to Appendix C. 2 for a further discussion of this topic.

For linear equations, it is possible to derive explicit expressions for the solution. The two-parameter Mittag-Leffler functions turn out to be very useful tools in this context. We shall require the following fundamental result concerning the Laplace transform of certain functions closely related to these Mittag-Leffler functions:
Lemma 8.12. Consider the two-parameter Mittag-Leffler function $E_{n_{1}, n_{2}}$ for some $n_{1}, n_{2}>0$. Let $j \in \mathbb{N}_{0}, a \in \mathbb{R}$ and

$$
z_{ \pm}(x):=x^{j n_{1}+n_{2}-1} E_{n_{1}, n_{2}}^{(j)}\left( \pm a x^{n_{1}}\right)
$$

Then, for $s>|a|$,

$$
\mathscr{L} z_{ \pm}(s)=\frac{j!s^{n_{1}-n_{2}}}{\left(s^{n_{1}} \mp a\right)^{j+1}} .
$$

We leave the proof as an exercise to the reader and proceed by using these results in order to look at one particularly important case explicitly.

Example 8.2. Solve the Bagley-Torvik equation

$$
D_{* 0}^{2} y(x)+2 D_{* 0}^{3 / 2} y(x)+2 y(x)=\sin x
$$

with initial conditions $y(0)=y^{\prime}(0)=0$.
As a first approach, we recall that, according to Theorem 8.1, the equation may be transformed into a four-dimensional system of equations of order $1 / 2$. The precise form of the system is

$$
\begin{align*}
& D_{* 0}^{1 / 2} y_{0}(x)=y_{1}(x) \\
& D_{* 0}^{1 / 2} y_{1}(x)=y_{2}(x) \\
& D_{* 0}^{1 / 2} y_{2}(x)=y_{3}(x)  \tag{8.25}\\
& D_{* 0}^{1 / 2} y_{3}(x)=-2 y_{0}(x)-2 y_{3}(x)+\sin x,
\end{align*}
$$

combined with the initial conditions $y_{j}(0)=0$ for $j=0,1,2,3$. We may then adapt the statement of Theorem 7.2 to this multidimensional setting, i.e. we have to take into consideration that the parameter $\lambda$ appearing there is now a matrix,

$$
\lambda=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-2 & 0 & 0 & -2
\end{array}\right) ; \quad \text { hence } \quad \lambda^{-1}=\left(\begin{array}{cccc}
0 & 0 & -1 & -1 / 2 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

Since we have homogeneous initial conditions we thus derive that the solution of the system is

$$
Y(x)=\left(\begin{array}{l}
y_{0}(x) \\
y_{1}(x) \\
y_{2}(x) \\
y_{3}(x)
\end{array}\right)=\lambda^{-1} \int_{0}^{x} u(t)\left(\begin{array}{c}
0 \\
0 \\
0 \\
\sin (x-t)
\end{array}\right) \mathrm{d} t
$$

where

$$
u(x)=\frac{\mathrm{d}}{\mathrm{~d} x} E_{1 / 2}\left(\lambda x^{1 / 2}\right)=\frac{\mathrm{d}}{\mathrm{~d} x} \sum_{j=0}^{\infty} \frac{\lambda^{j} x^{j / 2}}{\Gamma(1+j / 2)}
$$

is a matrix-valued function. By construction, $\lambda^{-1}$ commutes with $u(t)$ (for any $t$ ), and thus

$$
Y(x)=\int_{0}^{x} u(t) \lambda^{-1}\left(\begin{array}{c}
0 \\
0 \\
0 \\
\sin (x-t)
\end{array}\right) \mathrm{d} t=-\frac{1}{2} \int_{0}^{x} u(t)\left(\begin{array}{c}
\sin (x-t) \\
0 \\
0 \\
0
\end{array}\right) \mathrm{d} t .
$$

Because we were originally interested in the solution of the given Bagley-Torvik equation, we only need to look at the first component (with index 0 ) of the vector $Y$; we find

$$
y(x)=-\frac{1}{2} \int_{0}^{x} u_{11}(t) \sin (x-t) \mathrm{d} t
$$

where $u_{11}(t)$ is the top left component of the matrix $u(t)$.
Since the equation is a linear equation with constant coefficients, we may alternatively use the Laplace transform method. Applying Laplace transforms to both sides of the equation we find

$$
s^{2} \mathscr{L} y(s)+2 s^{3 / 2} \mathscr{L} y(s)+2 \mathscr{L} y(s)=\mathscr{L} \sin (s)=\frac{1}{s^{2}+1}
$$

Thus,

$$
\mathscr{L} y(s)=\frac{1}{\left(s^{2}+1\right)\left(s^{2}+2 s^{3 / 2}+2\right)}
$$

and we find

$$
y(x)=\int_{0}^{x} z(x-t) \sin t \mathrm{~d} t
$$

where

$$
\mathscr{L} z(s)=\frac{1}{s^{2}+2 s^{3 / 2}+2}=\frac{1}{2} \frac{2 s^{-3 / 2}}{s^{1 / 2}+2} \frac{1}{1+\frac{2 s^{-3 / 2}}{s^{1 / 2}+2}}=\frac{1}{2} \gamma \frac{1}{1+\gamma}
$$

with $\gamma:=2 s^{-3 / 2} /\left(s^{1 / 2}+2\right)$. For sufficiently large $s$ (and for the purpose of Laplace transform theory it is sufficient to consider these values only) we have $|\gamma|<1$, and therefore we may expand $\mathscr{L} z(s)$ using the well known geometric series. This yields

$$
\begin{aligned}
\mathscr{L} z(s) & =\frac{1}{2} \gamma \sum_{k=0}^{\infty}(-1)^{k} \gamma^{k}=\frac{1}{2} \sum_{k=0}^{\infty}(-1)^{k} 2^{k+1} \frac{s^{-3(k+1) / 2}}{\left(s^{1 / 2}+2\right)^{k+1}} \\
& =\sum_{k=0}^{\infty}(-1)^{k} 2^{k} \frac{s^{-3(k+1) / 2}}{\left(s^{1 / 2}+2\right)^{k+1}}
\end{aligned}
$$

A term-by-term inverse Laplace transform is possible here and gives, in view of Lemma 8.12,

$$
z(x)=\sum_{k=0}^{\infty}(-1)^{k} \frac{2^{k}}{k!} x^{2 k+1} E_{1 / 2,2+3 k / 2}^{(k)}\left(-2 x^{1 / 2}\right)
$$

Combining these equations we find the final result,

$$
y(x)=\sum_{k=0}^{\infty}(-1)^{k} \frac{2^{k}}{k!} \int_{0}^{x}(x-t)^{2 k+1} E_{1 / 2,2+3 k / 2}^{(k)}\left(-2(x-t)^{1 / 2}\right) \sin t \mathrm{~d} t
$$

The reader is encouraged to give an explicit proof that this solution is identical to the solution obtained by the first approach.

Yet another possibility to find the solution of the Bagley-Torvik equation is provided by an application of Theorem 7.13 to the homogeneous equation associated to (8.25), followed by the use of the variation-of-constants method as indicated in Remark 7.1 to find a particular solution of the inhomogeneous problem. We leave the details as an exercise.

Additional special cases of linear multi-term equations are discussed by Nkamnang [140, §3.5]; the resulting formulas are typically highly complicated and we do not repeat them here. More results may be found, e.g., in the paper of Luchko and Gorenflo [123], and in Podlubny's book [153, Chapters 4 and 5].

Let us close this chapter with a brief outlook: Looking at a general linear multiterm equation,

$$
\sum_{j=0}^{k} \alpha_{j}(x) D_{* 0}^{n_{j}} y(x)=g(x)
$$

with some given functions $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{k}$ and $g$ and $0=n_{0}<n_{1}<\ldots<n_{k}$, we see that we can rewrite such an equation as

$$
\int_{0}^{n_{k}} \alpha_{j}(x) D_{* 0}^{n_{j}} y(x) \mathrm{d} \mu(j)=g(x)
$$

where $\mu$ is a step function with jumps of unit height at the points $n_{j}$. If we allow $\mu$ to be a more general measure, then this immediately leads us to the so-called distributed order differential equations. First steps on this topic, concerning both analytic solution methods and the mathematical modelling of physical problems with those equations, have been described by Bagley and Torvik [10, 11]; a framework for a numerical approach can be found in the papers [42, 46]. However, the discussion of this topic is beyond the scope of this book.

## Exercises

Exercise 8.1. Give a proof of Lemma 8.6.
Exercise 8.2. Give a proof of Theorem 8.10.
Exercise 8.3. Give a proof of Lemma 8.12.
Exercise 8.4. Show that the two solutions given for Example 8.2 are identical.
Exercise 8.5. Compute the solution of the system (8.25) with homogeneous initial conditions using the method of Theorem 7.13 and the variation-of-constants method and verify that its first component is the solution of the initial value problem of Example 8.2.

Exercise 8.6. Determine the solution of the Bagley-Torvik initial value problem

$$
D_{* 0}^{2} y(x)+D_{* 0}^{3 / 2} y(x)+2 y(x)=f(x), \quad y(0)=y^{\prime}(0)=0
$$

with
(a) $f(x)= \begin{cases}8 & \text { for } x>1, \\ 0 & \text { else } ;\end{cases}$
(b) $f(x)=1$.

Exercise 8.7. Consider the initial value problem

$$
D_{* 0}^{1.455} y(x)=-x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \exp (x) y(x) D_{* 0}^{0.555} y(x)+\exp (-2 x)-\left[D_{*}^{1} y(x)\right]^{2}
$$

for $0 \leq x \leq 1$, equipped with the initial conditions $y(0)=1$ and $y^{\prime}(0)=-1$.
(a) Prove that this problem has a unique solution.
(b) Verify that the solution is given by $y(x)=\exp (-x)$.
(c) Rewrite the equation in the form of an equivalent system according to Theorem 8.1. Choose the parameters such that the dimension of the system is as small as possible.
(d) Calculate the first four elements of the Picard iteration sequence for this system and compare them with the exact solution.

## Appendix

## Appendix A List of Symbols

In this appendix, we collect a list of all the symbols that have been used in this book. If necessary, cross-references are also given.

## Functions

$\|\cdot\|_{\infty}$ Chebyshev norm; $\|f\|_{\infty}=\sup _{a \leq x \leq b}|f(x)|$
$\|\cdot\|_{p} L_{p} \operatorname{norm}(1 \leq p<\infty) ;\|f\|_{p}=\left(\int_{a}^{b}|f(x)|^{p} \mathrm{~d} x\right)^{1 / p}$
$\lfloor\cdot\rfloor \quad$ Floor function, $\lfloor x\rfloor=\max \{z \in \mathbb{Z}: z \leq x\}$
$\lceil\cdot\rceil$ Ceiling function, $\lceil x\rceil=\min \{z \in \mathbb{Z}: z \geq x\}$
$\binom{n}{k} \quad$ Binomial coefficient, $\binom{n}{k}=n(n-1)(n-2) \cdots(n-k+1) / k$ ! for $n \in \mathbb{R}$ and $k \in \mathbb{N}_{0}$
$B_{N}[f] N$ th Bernstein polynomial for the function $f$, $B_{N}[f](t)=\sum_{k=0}^{N}\binom{N}{k} t^{k}(1-t)^{N-k} f(k / N)$ (see Appendix D.5)
$B \quad$ Euler's Beta function, $B(x, y)=\Gamma(x) \Gamma(y) / \Gamma(x+y)$ (cf. Appendix D.1)
$\Gamma \quad$ Euler's Gamma function, $\Gamma(x)=\int_{0}^{\infty} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t$ (cf. Definition 1.2)
$\psi \quad$ Digamma function, $\psi(x)=\Gamma^{\prime}(x) / \Gamma(x)$
$E_{n} \quad$ Mittag-Leffler function of order $n$,
$E_{n}(x)=\sum_{j=0}^{\infty} x^{j} / \Gamma(j n+1)($ cf. Definition 4.1)
$E_{n_{1}, n_{2}}$ two-parameter Mittag-Leffler function, $E_{n_{1}, n_{2}}(x)=\sum_{j=0}^{\infty} x^{j} / \Gamma\left(j n_{1}+n_{2}\right)$ (cf. Definition 4.2)
${ }_{1} F_{1}$ Kummer's confluent hypergeometric function [2, Chapter 13], ${ }_{1} F_{1}(a ; b ; z)=\frac{\Gamma(b)}{\Gamma(a)} \sum_{k=0}^{\infty} \frac{\Gamma(a+k)}{\Gamma(b+k) k!} z^{k} \quad\left(a \in \mathbb{R},-b \notin \mathbb{N}_{0}\right)$
${ }_{2} F_{1}$ Gauss' hypergeometric function [2, Chapter 15],

$$
\begin{aligned}
& { }_{2} F_{1}(a, b ; c ; z)= \\
& \frac{\Gamma(c)}{\Gamma(a) \Gamma(b)} \sum_{k=0}^{\infty} \frac{\Gamma(a+k) \Gamma(b+k)}{\Gamma(c+k) k!} z^{k} \quad\left(a, b \in \mathbb{R},-c \notin \mathbb{N}_{0}\right)
\end{aligned}
$$

$o, O \quad$ Landau symbols
$T_{j}[f ; a]$ Taylor polynomial of degree $j$ for the function $f$ centered at the point $a$

## Sets

$A^{n}, A^{n}[a, b]$ Set of functions with absolutely continuous derivative of order $n-1$ (cf. Definition 1.5)
$C, C[a, b] \quad$ Set of continuous functions (cf. Definition 1.3)
$C^{k}, C^{k}[a, b]$ Set of functions with continuous $k$ th derivative (cf. Definition 1.3)
$H^{*}, H^{*}[a, b]$ Cf. Definition 1.4
$H_{\mu}, H_{\mu}[a, b]$ Hölder space (cf. Definition 1.3)
$L_{p}, L_{p}[a, b]$ Lebesgue space (cf. Definition 1.3)
$\mathbb{N} \quad=\{1,2,3, \ldots\}$, the set of natural numbers
$\mathbb{N}_{0} \quad=\mathbb{N} \cup\{0\}$
$\mathbb{R} \quad$ The set of real numbers
$\mathbb{R}_{+} \quad=\{x \in \mathbb{R}: x>0\}$, the set of strictly positive real numbers
$\mathbb{Z} \quad=\{0, \pm 1, \pm 2, \pm 3 \ldots\}$, the set of integer numbers

## Operators

$\Delta_{h}^{n}$ Finite difference of order $n$; cf. (2.11)
$D \quad$ Differential operator, $D f(x)=f^{\prime}(x)$ (cf. Definition 1.1)
$D^{n} \quad n \in \mathbb{N}$ : $n$-fold iterate of the differential operator $D$ (cf. Definition 1.1)
$D_{a}^{n} \quad n \in \mathbb{R}_{+}$: Riemann-Liouville fractional differential operator (cf. Definition 2.2)
$\widetilde{D}_{a}^{n} \quad n \in \mathbb{R}_{+}$: Grünwald-Letnikov fractional differential operator (cf. Definition 2.3)
$\widehat{D}_{a}^{n}$ Cf. Definition 3.1
$D_{* a}^{n} n \in \mathbb{R}_{+}$: Caputo fractional differential operator (cf. Definition 3.2)
$\mathscr{D}^{n} n \in \mathbb{R}_{+}$: Gel'fond-Leont'ev operator (cf. Definition 3.3)
I Identity operator
$J_{a}$ Integral operator, $J_{a} f(x)=\int_{a}^{x} f(t) \mathrm{d} t(c f$. Definition 1.1)
$J_{a}^{n} n \in \mathbb{N}$ : $n$-fold iterate of the integral operator $J_{a}$ (cf. Definition 1.1)
$n \in \mathbb{R}_{+} \backslash \mathbb{N}$ : Riemann-Liouville fractional integral operator (cf. Definition 2.1)
$n=0$ : identity operator (cf. Definition 2.1)
$\widetilde{J}_{a}^{n} n \in \mathbb{R}_{+}$: Grünwald-Letnikov fractional integral operator
(cf. Definition 2.4)
$\mathscr{L}$ Laplace transform operator (cf. Appendix D.3)
$\omega$ Modulus of continuity of the function $g:[a, b] \rightarrow \mathbb{R}$, $\omega(g ; h):=\sup \left\{\left|g\left(y_{1}\right)-g\left(y_{2}\right)\right|: y_{1}, y_{2} \in[a, b],\left|y_{1}-y_{2}\right| \leq h\right\}$

## Other Symbols

$$
\sim \quad a_{j} \sim b_{j} \Leftrightarrow \exists A, B>0 \exists j_{0} \in \mathbb{N} \forall j \geq j_{0}: A \leq\left|a_{j} / b_{j}\right| \leq B
$$

## Remarks

1. The power series for both types of Mittag-Leffler functions converge in the entire complex plane (cf. Theorem 4.1).
2. The power series for Kummer's confluent hypergeometric function converges in the entire complex plane.
3. For the Gauss hypergeometric function, the power series converges for all complex $z$ with $|z|<1$ and may be extended analytically into the entire complex plane with a branch cut along the positive real axis from +1 to $+\infty$. (In the formulas in Appendix B, we need to evaluate this function for $z<0$, so the branch cut for $z \geq 1$ gives no problems.)

## Appendix B <br> A Table of Caputo Derivatives

For the convenience of the reader, we provide this appendix where we give some Caputo-type derivatives of certain important functions. We do not strive for completeness in any sense, but we do want to give at least the derivatives of the classical examples.

Throughout this appendix, $n$ will always denote the order of the Caputo-type differential operator under consideration. We shall only consider the case $n>0$ and $n \notin \mathbb{N}$, and we use the notation $m:=\lceil n\rceil$ to denote the smallest integer greater than (or equal to) $n$. Recall that for $n \in \mathbb{N}$, the Caputo differential operator coincides with the usual differential operator of integer order, and for $n<0$, the Caputo differential operator of negative order can be interpreted as the Riemann-Liouville differential operator of the same order. Tables of the latter are given in various places in the literature (cf., e.g., Podlubny [153] or Samko et al. [167]); we are not going to repeat those results here.

Various special functions will arise in this connection; for the precise definitions we refer to Appendix A. By $\mathrm{i}=\sqrt{-1}$ we denote the imaginary unit.

1. Let $f(x)=x^{j}$. Here we have to distinguish some cases:

$$
\left(D_{* 0}^{n} f\right)(x)= \begin{cases}0 & \text { if } j \in \mathbb{N}_{0} \text { and } j<m \\ \frac{\Gamma(j+1)}{\Gamma(j+1-n)} x^{j-n} & \text { if } j \in \mathbb{N}_{0} \text { and } j \geq m \\ & \text { or } j \notin \mathbb{N} \text { and } j>m-1\end{cases}
$$

2. Let $f(x)=(x+c)^{j}$ for arbitrary $c>0$ and $j \in \mathbb{R}$. Then

$$
\left(D_{* 0}^{n} f\right)(x)=\frac{\Gamma(j+1)}{\Gamma(j+1-m)} \frac{c^{j-m-1} x^{m-n}}{\Gamma(m-n+1)} 2 F_{1}(1, m-j ; m-n+1 ;-x / c) .
$$

3. Let $f(x)=\exp (j x)$ for some $j \in \mathbb{R}$. Then

$$
\left(D_{* 0}^{n} f\right)(x)=j^{m} x^{m-n} E_{1, m-n+1}(j x)
$$

4. Let $f(x)=x^{j} \ln x$ for some $j>m-1$. Then

$$
\begin{aligned}
\left(D_{* 0}^{n} f\right)(x)= & x^{j-n} \sum_{k=0}^{m-1}(-1)^{m-k+1}\binom{j}{k} \frac{m!}{m-k} \frac{\Gamma(j-m+1)}{\Gamma(j-n+1)} \\
& +\frac{\Gamma(j+1)}{\Gamma(j-n+1)} x^{j-n}(\psi(j-m+1)-\psi(j-n+1)+\ln x)
\end{aligned}
$$

5. Let $f(x)=\sin j x$ for some $j \in \mathbb{R}$. Here again we have two cases:

$$
\left(D_{* 0}^{n} f\right)(x)=\left\{\begin{array}{rr}
\frac{j^{m} \mathrm{i}(-1)^{m / 2} x^{m-n}}{2 \Gamma(m-n+1)}\left[-{ }_{1} F_{1}(1 ; m-n+1 ; \mathrm{i} j x)\right. \\
\left.+{ }_{1} F_{1}(1 ; m-n+1 ;-\mathrm{i} j x)\right] \quad(m \text { even }) \\
\frac{j^{m}(-1)^{(m-1) / 2} x^{m-n}}{2 \Gamma(m-n+1)}\left[{ }_{1} F_{1}(1 ; m-n+1 ; \mathrm{i} j x)\right. \\
\left.+{ }_{1} F_{1}(1 ; m-n+1 ;-\mathrm{i} j x)\right] \quad(m \text { odd })
\end{array}\right.
$$

6. Finally we consider $f(x)=\cos j x$ with some $j \in \mathbb{R}$. As in the previous example, we obtain two cases:

$$
\left(D_{* 0}^{n} f\right)(x)=\left\{\begin{array}{rr}
\frac{j^{m}(-1)^{m / 2} x^{m-n}}{2 \Gamma(m-n+1)}\left[{ }_{1} F_{1}(1 ; m-n+1 ; \mathrm{i} j x)\right. \\
\left.+{ }_{1} F_{1}(1 ; m-n+1 ;-\mathrm{i} j x)\right] & \quad(m \text { even }), \\
\frac{j^{m} \mathrm{i}(-1)^{(m-1) / 2} x^{m-n}}{2 \Gamma(m-n+1)}\left[{ }_{1} F_{1}(1 ; m-n+1 ; \mathrm{i} j x)\right. \\
\left.-{ }_{1} F_{1}(1 ; m-n+1 ;-\mathrm{i} j x)\right] & (m \text { odd })
\end{array}\right.
$$

## Appendix C <br> Numerical Solution of Fractional Differential Equations

For most fractional differential equations we cannot provide methods to compute the exact solutions analytically. Therefore it is necessary to revert to numerical methods. In order to give the reader a tool that can be applied to a very wide class of equations, we now present a method that is well understood and that has proven to be efficient in many practical applications [50, 51, 65, 182, 183]. We begin by discussing this problem for single-term equations and later extend our idea to multi-term problems.

## C. 1 An Algorithm for Single-Term Equations

The method can be called indirect because, rather than discretizing the differential equation

$$
D_{* 0}^{n} y(x)=f(x, y(x))
$$

with appropriate initial conditions

$$
D^{k} y(0)=y_{0}^{(k)}, \quad k=0,1, \ldots,\lceil n\rceil-1
$$

directly, it requires some preliminary analytical manipulation, namely an application of Lemma 6.2 in order to convert the initial value problem for the differential equation into an equivalent Volterra integral equation,

$$
\begin{equation*}
y(x)=\sum_{k=0}^{m-1} \frac{x^{k}}{k!} D^{k} y(0)+\frac{1}{\Gamma(n)} \int_{0}^{x}(x-t)^{n-1} f(t, y(t)) \mathrm{d} t \tag{C.1}
\end{equation*}
$$

where $m=\lceil n\rceil$. We shall therefore now look at a method for the numerical solution of (C.1).

The algorithm that we shall consider can be interpreted as a fractional variant of the classical second-order Adams-Bashforth-Moulton method. It has been introduced and briefly discussed in [50]; more information is given in [51]. Some additional results for a specific initial value problem are contained in [44], a detailed mathematical analysis is provided in [49], and additional practical remarks can be
found in [48]. Numerical experiments and comparisons with other methods are reported in [52, 65, 182, 183]. Here we shall give an even more detailed analysis under quite general assumptions.

Remark C.1. Before starting the investigations, we need to give a note of caution. It is common to construct methods for fractional differential equations by taking methods for classical (typically first-order) equations and then generalizing the concepts in an appropriate way. The resulting formulas are then usually given the same name as the underlying classical algorithm, possibly extended by the adjective "fractional". However, many classical numerical schemes can be extended in more than one way. This may lead to the problem that, in two different items of literature, two different algorithms are denoted in identical ways. Of course, this is a potential source for confusion, and the reader must be very careful in this respect. For example, the fractional Adams-Moulton rules of Galeone and Garrappa [70] do not coincide with the methods of the same name that we shall develop below.

## Classical Formulation

In order to motivate the construction of the method, we shall first briefly recall the idea behind the classical Adams-Bashforth-Moulton algorithm for first-order equations. So, for a start, we focus our attention on the well-known initial-value problem for the first-order differential equation

$$
\begin{gather*}
D y(x)=f(x, y(x)),  \tag{C.2a}\\
y(0)=y_{0} . \tag{C.2b}
\end{gather*}
$$

We assume the function $f$ to be such that a unique solution exists on some interval $[0, T]$, say. Following [88, $\S$ III.1], we suggest to use the predictor-corrector technique of Adams where, for the sake of simplicity, we assume that we are working on a uniform grid $\left\{t_{j}=j h: j=0,1, \ldots, N\right\}$ with some integer $N$ and $h=T / N$. In some applications it may be more efficient to use a non-uniform grid, and we will develop the numerical approximation formulas in this generalized sense. However, for the subsequent analysis of the properties of the scheme we will then restrict ourselves to the equispaced case.

The basic idea is, assuming that we have already calculated approximations $y_{j} \approx$ $y\left(t_{j}\right)(j=1,2, \ldots, k)$, that we try to obtain the approximation $y_{k+1}$ by means of the equation

$$
\begin{equation*}
y\left(t_{k+1}\right)=y\left(t_{k}\right)+\int_{t_{k}}^{t_{k+1}} f(z, y(z)) \mathrm{d} z . \tag{C.3}
\end{equation*}
$$

This equation follows upon integration of (C.2a) on the interval $\left[t_{k}, t_{k+1}\right]$. Of course, we know neither of the expressions on the right-hand side of (C.3) exactly, but we do have an approximation for $y\left(t_{k}\right)$, namely $y_{k}$, that we can use instead. The integral is then replaced by the two-point trapezoidal quadrature formula

$$
\begin{equation*}
\int_{a}^{b} g(z) \mathrm{d} z \approx \frac{b-a}{2}(g(a)+g(b)) \tag{C.4}
\end{equation*}
$$

thus giving an equation for the unknown approximation $y_{k+1}$, it being

$$
\begin{equation*}
y_{k+1}=y_{k}+\frac{t_{k+1}-t_{k}}{2}\left(f\left(t_{k}, y\left(t_{k}\right)\right)+f\left(t_{k+1}, y\left(t_{k+1}\right)\right)\right), \tag{C.5}
\end{equation*}
$$

where again we have to replace $y\left(t_{k}\right)$ and $y\left(t_{k+1}\right)$ by their approximations $y_{k}$ and $y_{k+1}$, respectively. This yields the equation for the implicit one-step Adams-Moulton method, which is

$$
\begin{equation*}
y_{k+1}=y_{k}+\frac{t_{k+1}-t_{k}}{2}\left(f\left(t_{k}, y_{k}\right)+f\left(t_{k+1}, y_{k+1}\right)\right) . \tag{C.6}
\end{equation*}
$$

The problem with this equation is that the unknown quantity $y_{k+1}$ appears on both sides, and due to the nonlinear nature of the function $f$, we cannot solve for $y_{k+1}$ directly in general. Therefore, we may use (C.6) in an iterative process, inserting a preliminary approximation for $y_{k+1}$ in the right-hand side in order to determine a better approximation that we can then use.

The preliminary approximation $y_{k+1}^{\mathrm{P}}$, the so-called predictor, is obtained in a very similar way, only replacing the trapezoidal quadrature formula by the rectangle rule

$$
\begin{equation*}
\int_{a}^{b} g(z) d z \approx(b-a) g(a) \tag{C.7}
\end{equation*}
$$

giving the explicit (forward Euler or one-step Adams-Bashforth) method

$$
\begin{equation*}
y_{k+1}^{\mathrm{P}}=y_{k}+h f\left(t_{k}, y_{k}\right) \tag{C.8}
\end{equation*}
$$

It is well known [88, p. 372] that the process defined by (C.8) and

$$
\begin{equation*}
y_{k+1}=y_{k}+\frac{h}{2}\left(f\left(t_{k}, y_{k}\right)+f\left(t_{k+1}, y_{k+1}^{\mathrm{P}}\right)\right) \tag{C.9}
\end{equation*}
$$

known as the one-step Adams-Bashforth-Moulton technique, is convergent of order 2, i.e.

$$
\begin{equation*}
\max _{j=1,2, \ldots, N}\left|y\left(t_{j}\right)-y_{j}\right|=O\left(h^{2}\right) \tag{C.10}
\end{equation*}
$$

Moreover, this method behaves satisfactorily from the point of view of its numerical stability [89, Chap. IV]. It is said to be of the PECE (Predict, Evaluate, Correct, Evaluate) type because, in a concrete implementation, we would start by calculating the predictor in (C.8), then we evaluate $f\left(t_{k+1}, y_{k+1}^{\mathrm{P}}\right)$, use this to calculate the corrector in (C.9), and finally evaluate $f\left(t_{k+1}, y_{k+1}\right)$. This result is stored for future use in the next integration step.

## Fractional Formulation

Having introduced this concept, we now try to carry over the essential ideas to the fractional-order problem with some unavoidable modifications. The key is to derive an equation similar to (C.3). Fortunately, such an equation is available, namely (C.1). This equation looks somewhat different from (C.3), because the range of integration now starts at 0 instead of $t_{k}$. This is a consequence of the non-local structure of the fractional-order differential operators. This however does not cause major problems in our attempts to generalize the Adams method. What we do is simply use the product trapezoidal quadrature formula to replace the integral, i.e. we use the nodes $t_{j}(j=0,1, \ldots, k+1)$ and interpret the function $\left(t_{k+1}-\cdot\right)^{n-1}$ as a weight function for the integral. In other words, we apply the approximation

$$
\begin{equation*}
\int_{0}^{t_{k+1}}\left(t_{k+1}-z\right)^{n-1} g(z) \mathrm{d} z \approx \int_{0}^{t_{k+1}}\left(t_{k+1}-z\right)^{n-1} \tilde{g}_{k+1}(z) \mathrm{d} z \tag{C.11}
\end{equation*}
$$

where $\tilde{g}_{k+1}$ is the piecewise linear interpolant for $g$ with nodes and knots chosen at the $t_{j}, j=0,1,2, \ldots, k+1$.

It is clear by construction that the required weighted trapezoidal quadrature formula can be represented as a weighted sum of function values of the integrand $g$, taken at the points $t_{j}$. Specifically, we find that we can write the integral on the right-hand side of (C.11) as

$$
\begin{equation*}
\int_{0}^{t_{k+1}}\left(t_{k+1}-z\right)^{n-1} \tilde{g}_{k+1}(z) \mathrm{d} z=\sum_{j=0}^{k+1} a_{j, k+1} g\left(t_{j}\right) \tag{C.12a}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{j, k+1}=\int_{0}^{t_{k+1}}\left(t_{k+1}-z\right)^{n-1} \phi_{j, k+1}(z) \mathrm{d} z \tag{C.12b}
\end{equation*}
$$

and

$$
\phi_{j, k+1}(z)= \begin{cases}\left(z-t_{j-1}\right) /\left(t_{j}-t_{j-1}\right) & \text { if } t_{j-1}<z \leq t_{j}  \tag{C.12c}\\ \left(t_{j+1}-z\right) /\left(t_{j+1}-t_{j}\right) & \text { if } t_{j}<z<t_{j+1} \\ 0 & \text { else }\end{cases}
$$

This is clear because the functions $\phi_{j, k+1}$ satisfy

$$
\phi_{j, k+1}\left(t_{\mu}\right)= \begin{cases}0 & \text { if } j \neq \mu, \\ 1 & \text { if } j=\mu,\end{cases}
$$

and that they are continuous and piecewise linear with breakpoints at the nodes $t_{\mu}$, so that they must be integrated exactly by our formula.

An easy explicit calculation yields that, for an arbitrary choice of the $t_{j}$, (C.12b) and (C.12c) produce

$$
\begin{equation*}
a_{0, k+1}=\frac{\left(t_{k+1}-t_{1}\right)^{n+1}+t_{k+1}^{n}\left[n t_{1}+t_{1}-t_{k+1}\right]}{t_{1} n(n+1)} \tag{C.13a}
\end{equation*}
$$

$$
\begin{align*}
a_{j, k+1}= & \frac{\left(t_{k+1}-t_{j-1}\right)^{n+1}+\left(t_{k+1}-t_{j}\right)^{n}\left[n\left(t_{j-1}-t_{j}\right)+t_{j-1}-t_{k+1}\right]}{\left(t_{j}-t_{j-1}\right) n(n+1)} \\
& +\frac{\left(t_{k+1}-t_{j+1}\right)^{n+1}-\left(t_{k+1}-t_{j}\right)^{n}\left[n\left(t_{j}-t_{j+1}\right)-t_{j+1}+t_{k+1}\right]}{\left(t_{j+1}-t_{j}\right) n(n+1)} \tag{C.13b}
\end{align*}
$$

if $1 \leq j \leq k$, and

$$
\begin{equation*}
a_{k+1, k+1}=\frac{\left(t_{k+1}-t_{k}\right)^{n}}{n(n+1)} . \tag{C.13c}
\end{equation*}
$$

In the case of equispaced nodes $\left(t_{j}=j h\right.$ with some fixed $\left.h\right)$, these relations reduce to

$$
a_{j, k+1}= \begin{cases}\frac{h^{n}}{n(n+1)}\left(k^{n+1}-(k-n)(k+1)^{n}\right) & \text { if } j=0,  \tag{C.14}\\ \frac{h^{n}}{n(n+1)}\left((k-j+2)^{n+1}+(k-j)^{n+1}\right. & \\ \left.-2(k-j+1)^{n+1}\right) & \text { if } 1 \leq j \leq k, \\ \frac{h^{n}}{n(n+1)} & \text { if } j=k+1 .\end{cases}
$$

This then gives us our corrector formula (i.e. the fractional variant of the one-step Adams-Moulton method), which is

$$
\begin{equation*}
y_{k+1}=\sum_{j=0}^{m-1} \frac{t_{k+1}^{j}}{j!} y_{0}^{(j)}+\frac{1}{\Gamma(n)}\left(\sum_{j=0}^{k} a_{j, k+1} f\left(t_{j}, y_{j}\right)+a_{k+1, k+1} f\left(t_{k+1}, y_{k+1}^{\mathrm{P}}\right)\right) \tag{C.15}
\end{equation*}
$$

The remaining problem is the determination of the predictor formula that we require to calculate the value $y_{k+1}^{\mathrm{P}}$. The idea we use to generalize the one-step Adams-Bashforth method is the same as the one described above for the AdamsMoulton technique: We replace the integral on the right-hand side of (C.1) by the product rectangle rule

$$
\begin{equation*}
\int_{0}^{t_{k+1}}\left(t_{k+1}-z\right)^{n-1} g(z) \mathrm{d} z \approx \sum_{j=0}^{k} b_{j, k+1} g\left(t_{j}\right) \tag{C.16}
\end{equation*}
$$

where now

$$
\begin{equation*}
b_{j, k+1}=\int_{t_{j}}^{t_{j+1}}\left(t_{k+1}-z\right)^{n-1} \mathrm{~d} z=\frac{\left(t_{k+1}-t_{j}\right)^{n}-\left(t_{k+1}-t_{j+1}\right)^{n}}{n} \tag{C.17}
\end{equation*}
$$

This expression for weights can be derived in a way similar to the method used in the derivation of (C.13). However, here we are dealing with a piecewise constant approximation and not a piecewise linear one, and hence we have to replace the "hat-shaped" functions $\phi_{k j}$ by functions being of constant value 1 on $\left[t_{j}, t_{j+1}\right]$ and 0
on the remaining parts of the interval $\left[0, t_{k+1}\right]$. Again, in the equispaced case, we have the simpler expression

$$
\begin{equation*}
b_{j, k+1}=\frac{h^{n}}{n}\left((k+1-j)^{n}-(k-j)^{n}\right) . \tag{C.18}
\end{equation*}
$$

Thus, the predictor $y_{k+1}^{\mathrm{P}}$ is determined by the fractional Adams-Bashforth method

$$
\begin{equation*}
y_{k+1}^{\mathrm{P}}=\sum_{j=0}^{m-1} \frac{t_{k+1}^{j}}{j!} y_{0}^{(j)}+\frac{1}{\Gamma(n)} \sum_{j=0}^{k} b_{j, k+1} f\left(t_{j}, y_{j}\right) \tag{C.19}
\end{equation*}
$$

Our basic algorithm, the fractional Adams-Bashforth-Moulton method, is therefore completely described now by (C.19) and (C.15) with the weights $a_{j, k+1}$ and $b_{j, k+1}$ being defined according to (C.13) and (C.17), respectively.

## Error Analysis

For the error analysis of this algorithm, we restrict our attention to the case of an equispaced grid, i.e. from now on we assume that $t_{j}=j h=j T / N$ with some $N \in \mathbb{N}$. Essentially we follow the structure of [49] and begin by stating some auxiliary results.

What we need for our purposes is some information on the errors of the quadrature formulas that we have used in the derivation of the predictor and the corrector, respectively. We first give a statement on the product rectangle rule that we have used for the predictor.

Theorem C.1. (a) Let $z \in C^{1}[0, T]$. Then,

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} z\left(t_{j}\right)\right| \leq \frac{1}{n}\left\|z^{\prime}\right\|_{\infty} t_{k+1}^{n} h .
$$

(b) Let $z(t)=t^{p}$ for some $p \in(0,1)$. Then,

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} z\left(t_{j}\right)\right| \leq C_{n, p}^{\mathrm{Re}} t_{k+1}^{n+p-1} h
$$

where $C_{n, p}^{\mathrm{Re}}$ is a constant that depends only on $n$ and $p$.
Proof. By construction of the product rectangle formula, we find in both cases that the quadrature error has the representation

$$
\begin{align*}
& \int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} z\left(t_{j}\right) \\
& \quad=\sum_{j=0}^{k} \int_{j h}^{(j+1) h}\left(t_{k+1}-t\right)^{n-1}\left(z(t)-z\left(t_{j}\right)\right) \mathrm{d} t \tag{C.20}
\end{align*}
$$

To prove statement (a), we apply the Mean Value Theorem of Differential Calculus to the second factor of the integrand on the right-hand side of (C.20) and derive

$$
\begin{aligned}
& \left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} z\left(t_{j}\right)\right| \\
& \quad \leq\left\|z^{\prime}\right\|_{\infty} \sum_{j=0}^{k} \int_{j h}^{(j+1) h}\left(t_{k+1}-t\right)^{n-1}(t-j h) \mathrm{d} t \\
& \quad=\left\|z^{\prime}\right\|_{\infty} \frac{h^{1+n}}{n} \sum_{j=0}^{k}\left(\frac{1}{1+n}\left[(k+1-j)^{1+n}-(k-j)^{1+n}\right]-(k-j)^{n}\right) \\
& \quad=\left\|z^{\prime}\right\|_{\infty} \frac{h^{1+n}}{n}\left(\frac{(k+1)^{1+n}}{1+n}-\sum_{j=0}^{k} j^{n}\right) \\
& \quad=\left\|z^{\prime}\right\|_{\infty} \frac{h^{1+n}}{n}\left(\int_{0}^{k+1} t^{n} \mathrm{~d} t-\sum_{j=0}^{k} j^{n}\right)
\end{aligned}
$$

Here the term in parentheses is simply the remainder of the standard rectangle quadrature formula, applied to the function $t^{n}$, and taken over the interval $[0, k+1]$. Since the integrand is monotonic, we may apply some standard results from quadrature theory [19, Thm. 97] to find that this term is bounded by the total variation of the integrand, viz. the quantity $(k+1)^{n}$. Thus,

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} z\left(t_{j}\right)\right| \leq\left\|z^{\prime}\right\|_{\infty} \frac{h^{1+n}}{n}(k+1)^{n} .
$$

Similarly, to prove (b), we use the monotonicity of $z$ in (C.20) and derive

$$
\begin{aligned}
& \left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} z\left(t_{j}\right)\right| \\
& \quad \leq \sum_{j=0}^{k}\left|z\left(t_{j+1}\right)-z\left(t_{j}\right)\right| \int_{j h}^{(j+1) h}\left(t_{k+1}-t\right)^{n-1} \mathrm{~d} t \\
& \quad=\frac{h^{n+p}}{n} \sum_{j=0}^{k}\left((j+1)^{p}-j^{p}\right)\left((k+1-j)^{n}-(k-j)^{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{h^{n+p}}{n}\left((k+1)^{n}-k^{n}+(k+1)^{p}-k^{p}+p n \sum_{j=1}^{k-1} j^{p-1}(k-j+q)^{n-1}\right) \\
& \leq \frac{h^{n+p}}{n}\left(n(k+q)^{n-1}+p k^{p-1}+p n \sum_{j=1}^{k-1} j^{p-1}(k-j+q)^{n-1}\right)
\end{aligned}
$$

by additional applications of the Mean Value Theorem. Here $q=0$ if $n \leq 1$, and $q=1$ otherwise. In either case a brief asymptotic analysis using the EulerMacLaurin formula [188, Thm. 3.7] yields that the term in parentheses is bounded from above by $C_{n, p}^{\mathrm{Re}}(k+1)^{p+n-1}$ where $C_{n, p}^{\mathrm{Re}}$ is a constant depending on $n$ and $p$ but not on $k$.

Next we come to a corresponding result for the product trapezoidal formula that we have used for the corrector. The proof of this theorem is very similar to the proof of Theorem C.1; we therefore omit the details.
Theorem C.2. (a) If $z \in C^{2}[0, T]$ then there is a constant $C_{n}^{\operatorname{Tr}}$ depending only on $n$ such that

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k+1} a_{j, k+1} z\left(t_{j}\right)\right| \leq C_{n}^{\mathrm{Tr}}\left\|z^{\prime \prime}\right\|_{\infty} t_{k+1}^{n} h^{2}
$$

(b) Let $z \in C^{1}[0, T]$ and assume that $z^{\prime}$ fulfils a Lipschitz condition of order $\mu$ for some $\mu \in(0,1)$. Then, there exist positive constants $B_{n, \mu}^{\operatorname{Tr}}$ (depending only on $n$ and $\mu$ ) and $M(z, \mu)$ (depending only on $z$ and $\mu$ ) such that

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k+1} a_{j, k+1} z\left(t_{j}\right)\right| \leq B_{n, \mu}^{\operatorname{Tr}} M(z, \mu) t_{k+1}^{n} h^{1+\mu}
$$

(c) Let $z(t)=t^{p}$ for some $p \in(0,2)$ and $\rho:=\min (2, p+1)$. Then,

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} z(t) \mathrm{d} t-\sum_{j=0}^{k+1} a_{j, k+1} z\left(t_{j}\right)\right| \leq C_{n, p}^{\operatorname{Tr}} t_{k+1}^{n+p-\rho} h^{\rho}
$$

where $C_{n, p}^{\mathrm{Tr}}$ is a constant that depends only on $n$ and $p$.
Remark C.2. Notice that in part (c) of Theorem C. 2 it may happen that $n<1$ and $p<1$. This implies $\rho=p+1$. Thus, the exponent of $t_{k+1}$ on the right-hand side of the inequality is equal to $n-1$ which is negative. At first sight this may seem counter-intuitive because it means that the overall integration error becomes larger if the size of the interval of integration becomes smaller. The explanation for this phenomenon is that by making $t_{k+1}$ smaller we do not only shorten the length of the integration interval (which should lead to a smaller error) but we also change the weight function in a way that makes the integral more difficult, and this second feature leads to an increase in the error.

A similar observation can be made in Theorem C. 1 (b).

We now present the main results concerning the error of our Adams scheme. It is useful to distinguish a number of cases. Specifically, we shall see that the precise behaviour of the error differs depending on whether $n<1$ or $n>1$. Moreover, the smoothness properties of the given function $f$ and the unknown solution $y$ play an important role. In view of the results of Sect. 6.4, we find that smoothness of one of these functions will imply non-smoothness of the other unless some special conditions are fulfilled. Therefore we shall also investigate the error under those two different smoothness assumptions.

Based on the error estimates above we shall first present a general convergence result for the Adams-Bashforth-Moulton method. In the theorems below we shall specialize this result to particularly important special cases.

Lemma C.3. Assume that the solution y of the initial value problem is such that

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} D_{* 0}^{n} y(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} D_{* 0}^{n} y\left(t_{j}\right)\right| \leq C_{1} t_{k+1}^{\gamma_{1}} h^{\delta_{1}}
$$

and

$$
\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} D_{* 0}^{n} y(t) \mathrm{d} t-\sum_{j=0}^{k+1} a_{j, k+1} D_{* 0}^{n} y\left(t_{j}\right)\right| \leq C_{2} t_{k+1}^{\gamma_{2}} h^{\delta_{2}}
$$

with some $\gamma_{1}, \gamma_{2} \geq 0$ and $\delta_{1}, \delta_{2}>0$. Then, for some suitably chosen $T>0$, we have

$$
\max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right|=O\left(h^{q}\right)
$$

where $q=\min \left\{\delta_{1}+n, \delta_{2}\right\}$ and $N=\lfloor T / h\rfloor$.
Proof. We will show that, for sufficiently small $h$,

$$
\begin{equation*}
\left|y\left(t_{j}\right)-y_{j}\right| \leq C h^{q} \tag{C.21}
\end{equation*}
$$

for all $j \in\{0,1, \ldots, N\}$, where $C$ is a suitable constant. The proof will be based on mathematical induction. In view of the given initial condition, the induction basis $(j=0)$ is presupposed. Now assume that (C.21) is true for $j=0,1, \ldots, k$ for some $k \leq N-1$. We must then prove that the inequality also holds for $j=k+1$. To do this, we first look at the error of the predictor $y_{k+1}^{\mathrm{P}}$. By construction of the predictor we find that

$$
\begin{aligned}
\left|y\left(t_{k+1}\right)-y_{k+1}^{\mathrm{P}}\right|= & \frac{1}{\Gamma(n)}\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} f\left(t_{j}, y_{j}\right)\right| \\
\leq & \frac{1}{\Gamma(n)}\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} D_{* 0}^{n} y(t) \mathrm{d} t-\sum_{j=0}^{k} b_{j, k+1} D_{* 0}^{n} y\left(t_{j}\right)\right| \\
& +\frac{1}{\Gamma(n)} \sum_{j=0}^{k} b_{j, k+1}\left|f\left(t_{j}, y\left(t_{j}\right)\right)-f\left(t_{j}, y_{j}\right)\right|
\end{aligned}
$$

$$
\begin{align*}
& \leq \frac{C_{1} t_{k+1}^{\gamma_{1}}}{\Gamma(n)} h^{\delta_{1}}+\frac{1}{\Gamma(n)} \sum_{j=0}^{k} b_{j, k+1} L C h^{q} \\
& \leq \frac{C_{1} T^{\gamma_{1}}}{\Gamma(n)} h^{\delta_{1}}+\frac{C L T^{n}}{\Gamma(n+1)} h^{q} \tag{C.22}
\end{align*}
$$

Here we have used the Lipschitz property of $f$, the assumption on the error of the rectangle formula, and the facts that, by construction of the quadrature formula underlying the predictor, $b_{j, k+1}>0$ for all $j$ and $k$ and

$$
\sum_{j=0}^{k} b_{j, k+1}=\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} \mathrm{~d} t=\frac{1}{n} t_{k+1}^{n} \leq \frac{1}{n} T^{n}
$$

On the basis of the bound (C.22) for the predictor error we begin the analysis of the corrector error. We recall the relation (C.14) which we shall use in particular for $j=k+1$ and find, arguing in a similar way to above, that

$$
\begin{aligned}
& \left|y\left(t_{k+1}\right)-y_{k+1}\right| \\
& \left.=\frac{1}{\Gamma(n)} \right\rvert\, \int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} f(t, y(t)) \mathrm{d} t \\
& -\sum_{j=0}^{k} a_{j, k+1} f\left(t_{j}, y_{j}\right)-a_{k+1, k+1} f\left(t_{k+1}, y_{k+1}^{\mathrm{P}}\right) \mid \\
& \leq \frac{1}{\Gamma(n)}\left|\int_{0}^{t_{k+1}}\left(t_{k+1}-t\right)^{n-1} D_{* 0}^{n} y(t) \mathrm{d} t-\sum_{j=0}^{k+1} a_{j, k+1} D_{* 0}^{n} y\left(t_{j}\right)\right| \\
& +\frac{1}{\Gamma(n)} \sum_{j=0}^{k} a_{j, k+1}\left|f\left(t_{j}, y\left(t_{j}\right)\right)-f\left(t_{j}, y_{j}\right)\right| \\
& +\frac{1}{\Gamma(n)} a_{k+1, k+1}\left|f\left(t_{k+1}, y\left(t_{k+1}\right)\right)-f\left(t_{k+1}, y_{k+1}^{\mathrm{P}}\right)\right| \\
& \leq \frac{C_{2} t_{k+1}^{\gamma_{2}}}{\Gamma(n)} h^{\delta_{2}}+\frac{C L}{\Gamma(n)} h^{q} \sum_{j=0}^{k} a_{j, k+1}+a_{k+1, k+1} \frac{L}{\Gamma(n)}\left(\frac{C_{1} T^{\gamma_{1}}}{\Gamma(n)} h^{\delta_{1}}+\frac{C L T^{n}}{\Gamma(n+1)} h^{q}\right) \\
& \leq\left(\frac{C_{2} T^{\gamma_{2}}}{\Gamma(n)}+\frac{C L T^{n}}{\Gamma(n+1)}+\frac{C_{1} L T^{\gamma_{1}}}{\Gamma(n) \Gamma(n+2)}+\frac{C L^{2} T^{n}}{\Gamma(n+1) \Gamma(n+2)} h^{n}\right) h^{q}
\end{aligned}
$$

in view of the nonnegativity of $\gamma_{1}$ and $\gamma_{2}$ and the relations $\delta_{2} \leq q$ and $\delta_{1}+n \leq q$. By choosing $T$ sufficiently small, we can make sure that the second summand in the parentheses is bounded by $C / 2$. Having fixed this value for $T$, we can then make the sum of the remaining expressions in the parentheses smaller than $C / 2$ too (for sufficiently small $h$ ) simply by choosing $C$ sufficiently large. It is then obvious that the entire upper bound does not exceed $C h^{q}$.

As a first application of this Lemma we assume that the given data is such that the solution $y$ itself is sufficiently differentiable. As mentioned above, the result depends on whether $n>1$ or $n<1$.

Theorem C.4. Let $0<n$ and assume $D_{* 0}^{n} y \in C^{2}[0, T]$ for some suitable $T$. Then,

$$
\max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right|= \begin{cases}O\left(h^{2}\right) & \text { if } n \geq 1, \\ O\left(h^{1+n}\right) & \text { if } n<1 .\end{cases}
$$

Before we come to the proof, we note one particular point: The order of convergence depends on $n$, and it is a non-decreasing function of $n$. This is due to the fact that we discretize the integral operator in (C.1) which behaves more smoothly (and hence can be approximated with a higher accuracy) as $n$ increases. In contrast, socalled direct methods like the backward differentiation method of [34] use a different approach; as the name suggests they directly discretize the differential operator in the given initial value problem. The smoothness properties of such operators (and thus the ease with which they may be approximated) deteriorate as $n$ increases, and so we find that the convergence order of the method from [34] is a non-increasing function of $n$; in particular no convergence is achieved there for $n \geq 2$. It is a distinctive advantage of the Adams scheme presented here that it converges for all $n>0$.

Remark C.3. We formally recover the error bound (C.10) if we set $n=1$.
Proof (of Theorem C.4). In view of Theorems C. 1 and C.2, we may apply Lemma C. 3 with $\gamma_{1}=\gamma_{2}=n>0, \delta_{1}=1$ and $\delta_{2}=2$. Thus, defining

$$
q=\min \{1+n, 2\}= \begin{cases}2 & \text { if } n \geq 1, \\ 1+n & \text { if } n<1,\end{cases}
$$

we find an $O\left(h^{q}\right)$ error bound.
Note that in a certain sense the theorem above deals with the "optimal" situation: The function that we approximate in our process is $f(\cdot, y(\cdot))=D_{* 0}^{n} y$. In order to obtain very good error bounds, we need to make sure that the quadrature errors for this function are (asymptotically) as small as possible. A sufficient condition for this to hold is, as is well known from quadrature theory [19], that this function is in $C^{2}$ on the interval of integration. This is precisely the setting discussed in Theorem C.4. So this theorem shows us what kind of performance the Adams method can give under optimal circumstances, and it also states sufficient conditions for such results to hold.

An objection against the use of this Adams-Bashforth-Moulton scheme may be the very slow rate of convergence if $n$ is close to 0 . However, a careful inspection of the proof of the error bound reveals a fact that is well known in the error analysis for methods of this structure for first-order equations (cf., e.g., [179]): The application of the corrector formula improves the accuracy of its input (the predictor) by a factor of $h^{n}$ until an order of $O\left(h^{2}\right)$ (i.e. a saturation) is reached. Thus we may replace the plain PECE structure by a $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ method, i.e. by introducing additional corrector iterations.

Remark C.4. An interesting observation here is that by choosing a larger number of corrector iterations, we essentially leave the computational complexity unchanged: A corrector iteration is of the form

$$
\begin{aligned}
y_{j+1}^{[\ell]}= & \sum_{r=0}^{\lceil n]-1} \frac{t_{j+1}^{r}}{r!} y_{0}^{(r)}+\frac{h^{n}}{\Gamma(n+2)} f\left(t_{j+1}, y_{j+1}^{[\ell-1]}\right) \\
& +\frac{h^{n}}{\Gamma(n+2)} \sum_{r=0}^{j} a_{r, j+1} f\left(t_{r}, y_{r}\right)
\end{aligned}
$$

cf. (C.15). Here $y_{j+1}^{[\ell]}$ denotes the approximation after $\ell$ corrector steps, $y_{j+1}^{[0]}=y_{j+1}^{\mathrm{P}}$ is the predictor, and $y_{j+1}:=y_{j+1}^{[\mu]}$ is the final approximation after $\mu$ corrector steps that we actually use. We can rewrite this as

$$
y_{j+1}^{[\ell]}=\beta_{j+1}+\frac{h^{n}}{\Gamma(n+2)} f\left(t_{j+1}, y_{j+1}^{[\ell-1]}\right)
$$

where

$$
\beta_{j+1}=\sum_{r=0}^{\lceil n\rceil-1} \frac{t_{j+1}^{r}}{r!} y_{0}^{(r)}+\frac{h^{n}}{\Gamma(n+2)} \sum_{r=0}^{j} a_{r, j+1} f\left(t_{r}, y_{r}\right)
$$

is independent of $\ell$. Thus the total arithmetic complexity of the corrector part of the $(j+1)$ st step (taking us from $t_{j}$ to $t_{j+1}$ ) is $O(j)$ for the calculation of $\beta_{j+1}$ plus $O(\mu)$ for the $\mu$ corrector steps, which (since $\mu$ is constant) is asymptotically the same as the complexity in the case $\mu=1$.

For the error of the scheme outlined in Remark C. 4 we find, as indicated above, by a repeated application of the considerations of the proof of Theorem C. 4 (see [36] for details):

Theorem C.5. Under the assumptions of Theorem C.4, the approximation obtained by the $P(E C)^{\mu} E$ method described above satisfies

$$
\max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right|=O\left(h^{q}\right)
$$

where $q=\min \{2,1+\mu n\}$.
For the moment we leave the topic of general $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ methods in favour of a more detailed investigation of its special case $\mu=1$, i.e. the original Adams-Bashforth-Moulton method introduced in (C.19) and (C.15). In this context we note an apparent disadvantage in the formulation of the hypotheses of the theorems above: They are stated in terms of the solution $y$ (or, more precisely, its Caputo derivative of order $n$ ), which is unknown in general. Even though it is sometimes possible to determine the smoothness properties of $D_{* 0}^{n} y$ from the given data, there still is some need for a corresponding error theory for the Adams method under assumptions formulated directly in terms of the given data, i.e. in terms of the function $f$. Such results will be the derived later in this section.

Before we come to those results however, we want to give some more information under assumptions similar to those of Theorem C.4. Specifically we want to state the conjecture that the error of our scheme, taken at a fixed abscissa, possesses an asymptotic expansion in powers of the step size $h$ under additional smoothness conditions on $D_{* 0}^{n} y$. If this were true (as, e.g., numerical results in Example C. 1 below indicate), we could construct a Richardson extrapolation algorithm based on the Adams method in a way similar to the construction in [53] which is based on the scheme of [34]. The use of this extrapolation procedure then would permit us to obtain more accurate numerical approximations for the desired solution.

Conjecture C.1. Let $n>0$ and assume that $D_{* 0}^{n} y \in C^{k}[0, T]$ for some $k \geq 3$ and some suitable T. Then,

$$
y(T)-y_{T / h}=\sum_{j=1}^{k_{1}} c_{j} h^{2 j}+\sum_{j=1}^{k_{2}} d_{j} h^{j+n}+O\left(h^{k_{3}}\right)
$$

where $k_{1}, k_{2}$ and $k_{3}$ are certain constants depending only on $k$ and satisfying $k_{3}>$ $\max \left(2 k_{1}, k_{2}+n\right)$.

Notice that the asymptotic expansion begins with an $h^{2}$ term and continues with $h^{1+n}$ for $1<n<3$, whereas it begins with $h^{1+n}$, followed by $h^{2}$, for $0<n<1$.

Example C.1. Consider the equation

$$
\begin{aligned}
D_{* 0}^{n} y(x)= & \frac{40320}{\Gamma(9-n)} x^{8-n}-3 \frac{\Gamma(5+n / 2)}{\Gamma(5-n / 2)} x^{4-n / 2}+\frac{9}{4} \Gamma(n+1) \\
& +\left(\frac{3}{2} x^{n / 2}-x^{4}\right)^{3}-[y(x)]^{3 / 2}
\end{aligned}
$$

for $x \in[0,1]$ with homogeneous initial conditions $\left(y(0)=0, y^{\prime}(0)=0\right.$; the latter only in the case $n>1$ ).

The exact solution of this initial value problem is

$$
y(x)=x^{8}-3 x^{4+n / 2}+\frac{9}{4} x^{n}
$$

and hence

$$
D_{* 0}^{n} y(x)=\frac{40320}{\Gamma(9-n)} x^{8-n}-3 \frac{\Gamma(5+n / 2)}{\Gamma(5-n / 2)} x^{4-n / 2}+\frac{9}{4} \Gamma(n+1),
$$

i.e. $D_{* 0}^{n} y \in C^{2}[0,1]$ if $n \leq 4$, and thus the conditions of Theorem C. 4 are fulfilled. Moreover, assuming that Conjecture C. 1 holds, the application of Richardson extrapolation is also justified. We display some of the results in Tables C. 1 and C. 2 where, e.g., the notation $-5.53(-3)$ stands for $-5.53 \cdot 10^{-3}$. In each case, the leftmost column shows the step size used, the following column gives the error of our

Table C. 1 Errors for Example C. 1 with $n=1.25$, taken at $x=1$

| Step size | Error of <br> Adams scheme | Extrapolated values |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $1 / 10$ | $-5.53(-3)$ |  |  |  |  |
| $1 / 20$ | $-1.59(-3)$ | $-2.80(-4)$ |  |  |  |
| $1 / 40$ | $-4.33(-4)$ | $-4.60(-5)$ | $1.63(-5)$ |  |  |
| $1 / 80$ | $-1.14(-4)$ | $-8.17(-6)$ | $1.90(-6)$ | $2.13(-7)$ |  |
| $1 / 160$ | $-2.97(-5)$ | $-1.54(-6)$ | $2.24(-7)$ | $2.71(-8)$ | $1.47(-8)$ |
| $1 / 320$ | $-7.66(-6)$ | $-3.04(-7)$ | $2.56(-8)$ | $2.28(-9)$ | $6.24(-10)$ |
| $1 / 640$ | $-1.96(-6)$ | $-6.16(-8)$ | $2.85(-9)$ | $1.73(-10)$ | $3.25(-11)$ |
| EOC | 1.97 | 2.30 | 3.17 | 3.72 | 4.26 |

$\underline{\text { Table C. } 2 \text { Errors for Example C. } 1 \text { with } n=0.25 \text {, taken at } x=1}$

| Step size | Error of <br> Adams scheme | Extrapolated values |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $1 / 10$ | $2.50(-1)$ |  |  |  |  |
| $1 / 20$ | $1.81(-2)$ | $-1.50(-1)$ |  |  |  |
| $1 / 40$ | $3.61(-3)$ | $-6.91(-3)$ | $4.09(-2)$ |  |  |
| $1 / 80$ | $1.45(-3)$ | $-1.10(-4)$ | $2.16(-3)$ | $-8.15(-3)$ |  |
| $1 / 160$ | $6.58(-4)$ | $8.19(-5)$ | $1.46(-4)$ | $-3.89(-4)$ | $1.28(-4)$ |
| $1 / 320$ | $2.97(-4)$ | $3.49(-5)$ | $1.92(-5)$ | $-1.45(-5)$ | $1.05(-5)$ |
| $1 / 640$ | $1.31(-4)$ | $1.12(-5)$ | $3.37(-6)$ | $-8.50(-7)$ | $6.01(-8)$ |
| EOC | 1.18 | 1.63 | 2.51 | 4.09 | 7.44 |

scheme at $x=1$, and the columns after that give the extrapolated values. The bottom line (marked "EOC") states the experimentally determined order of convergence for each of the columns on the right of the table. According to our theoretical considerations, these values should be $1+n, 2,2+n, 3+n, 4,4+n, \ldots$ in the case $0<n<1$ and $2,1+n, 2+n, 4,3+n, 4+n, \ldots$ for $1<n<2$. The numerical data in the following tables show that these values are reproduced approximately at least for $n>1$ (see Table C.1). In the case $0<n<1$, displayed in Table C.2, the situation seems to be less obvious. Apparently, we need to use much smaller values for $h$ than in the case $n>1$ before we can see that the asymptotic behaviour really sets in. This would normally correspond to the situation that the coefficients of the leading terms are small in magnitude compared to the coefficients of the higher-order terms.

Our belief in the truth of Conjecture C. 1 is not only supported by the numerical results but also by the results of de Hoog and Weiss [32, §5] who show that asymptotic expansions of this form hold if we use the fractional Adams-Moulton method (i.e. if we solve the corrector equation exactly) and that a similar expansion can be derived for the fractional Adams-Bashforth method (using the predictor as the final approximation rather than correcting once with the Adams-Moulton formula). For the moment however, we leave the question of the influence of the corrector step (that combines the two approaches) on this expansion open.

Rather, we turn our attention to another related problem. In the previous theorems we had formulated our hypotheses in the form of smoothness assumptions on $D_{* 0}^{n} y$. Now we want to replace this by similar assumptions on $y$ itself. In view of Theorem 3.15 we must be aware of the fact that smoothness of $y$ in general implies nonsmoothness of $D_{* 0}^{n} y$ (the function that we have to approximate), so some difficulties are likely. Fortunately Theorem 3.15 also informs us about the precise nature of the singularities in the derivatives of $D_{* 0}^{n} y$. We can exploit this information to obtain the following results.

Theorem C.6. Let $n>1$ and assume that $y \in C^{1+\lceil n\rceil}[0, T]$ for some suitable $T$. Then,

$$
\max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right|=O\left(h^{1+\lceil n]-n}\right) .
$$

Proof. By Theorem 3.15 we find that $D_{* 0}^{n} y(x)=c x^{[n\rceil-n}+g(x)$ where $g \in C^{1}[0, T]$ and $g^{\prime}$ fulfils a Lipschitz condition of order $\lceil n\rceil-n$. Thus, according to Theorems C. 1 and C. 2 we can apply Lemma C. 3 with $\gamma_{1}=0, \gamma_{2}=n-1>0$, $\delta_{1}=1$ and $\delta_{2}=1+\lceil n\rceil-n$. Because of $n>1$ we then find that $\delta_{1}+n=$ $1+n>2>\delta_{2}$, and hence $\min \left\{\delta_{1}+n, \delta_{2}\right\}=\delta_{2}$. So the overall error bound is $O\left(h^{\delta_{2}}\right)$.

Notice that a reformulation of Theorem C. 6 yields that, if $1<n=k_{1}+k_{2}$ with $k_{1} \in \mathbb{N}$ and $0<k_{2}<1$, then the error is $O\left(h^{2-k_{2}}\right)$. Thus the fractional part of $n$ plays the decisive role for the order of the error. In particular, we find slow convergence if the fractional part of $n$ is large. Consequently, under these assumptions we cannot expect the convergence order to be a monotone function of $n$ any more. Nevertheless we can prove that the method converges for all $n>0$ :

Theorem C.7. Let $0<n<1$ and assume that $y \in C^{2}[0, T]$ for some suitable $T$. Then, for $1 \leq j \leq N$ we have

$$
\left|y\left(t_{j}\right)-y_{j}\right| \leq C t_{j}^{n-1} \times \begin{cases}h^{1+n} & \text { if } 0<n<1 / 2,  \tag{C.23}\\ h^{2-n} & \text { if } 1 / 2 \leq n<1,\end{cases}
$$

where $C$ is a constant independent of $j$ and $h$.
We obtain two immediate consequences.
Corollary C.8. Under the assumptions of Theorem C.7, we have

$$
\max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right|= \begin{cases}O\left(h^{2 n}\right) & \text { if } 0<n<1 / 2 \\ O(h) & \text { if } 1 / 2 \leq n<1\end{cases}
$$

Moreover, for every $\varepsilon \in(0, T)$ we have

$$
\max _{t_{j} \in[\varepsilon, T]}\left|y\left(t_{j}\right)-y_{j}\right|= \begin{cases}O\left(h^{1+n}\right) & \text { if } 0<n<1 / 2, \\ O\left(h^{2-n}\right) & \text { if } 1 / 2 \leq n<1 .\end{cases}
$$

Proof (of Theorem C.7). The first steps of the proof are as in the proof of Theorem C.6. The key difference is that now $\gamma_{2}<0$ (note that we still have $\gamma_{2}=n-1$, but now $n<1$ ). Thus we cannot apply Lemma C.3. Instead we modify its proof so that it fits to our requirements: We keep the inductive structure and remember that our claim is now (C.23) rather than (C.21). With this change in the induction hypothesis we proceed much as in the proof of Lemma C.3. However, because of this new hypothesis, we now have to estimate terms of the form $\sum_{j=1}^{k-1} b_{j, k+1} t_{j}^{\gamma_{2}}$ and $\sum_{j=1}^{k-1} a_{j, k+1} t_{j}^{\gamma_{2}}$. By the Mean Value Theorem we have $0 \leq b_{j, k+1} \leq h^{n}(k-j)^{n-1}$ and $0 \leq a_{j, k+1} \leq c h^{n}(k-j)^{n-1}$ for $1 \leq j \leq k-1$ (where the constant $c$ is independent of $j$ and $k$ ), respectively, so that the problem reduces to finding a bound for $S_{k}:=\sum_{j=1}^{k-1} j^{\gamma_{2}}(k-j)^{n-1}$. Under our assumptions, both the exponents $\gamma_{2}$ and $n-1$ are in the interval $(-1,0)$, and then it is easily seen that $S_{k}=O\left(k^{\gamma_{2}+n}\right)$. Using this relation we can complete the proof of Theorem C. 7 by following along the lines of the rest of the proof of Lemma C.3.

We conclude the discussion of error bounds with a result where we formulate the hypotheses in terms of the given data and not in terms of the unknown solution. We give a result in the case $n>1$ and later discuss properties of the numerical scheme when $n<1$.

Theorem C.9. Let $n>1$. Then, if $f \in C^{2}(G)$,

$$
\max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right|=O\left(h^{2}\right)
$$

Proof (of Theorem C.9). We begin by discussing the case $n \geq 2$. Then, according to Theorem 6.25, we find that $y \in C^{2}[0, T]$. Thus, in view of the smoothness assumption on $f$ and the chain rule, $D_{* 0}^{n} y:=f(\cdot, y(\cdot)) \in C^{2}[0, T]$ too, and the claim follows by virtue of Theorem C.4.

For the case $1<n<2$, we want to apply Lemma C. 3 and hence we have to determine the constants $\gamma_{1}, \gamma_{2}, \delta_{1}$ and $\delta_{2}$ in its hypotheses. In order to do so we need more precise information about the behaviour of $y$. This information can be found in Theorem 6.38 which asserts that $y(x)=c x^{n}+\psi(x)$ with some $c \in \mathbb{R}$ and some $\psi \in C^{2}[0, T]$. This implies, in particular, that $y \in C^{1}[0, T]$. As in the case $n>2$ above we can then deduce $D_{* 0}^{n} y \in C^{1}[0, T]$ too, and by Theorem C.1(a), we find that we may choose $\gamma_{1}=n$ and $\delta_{1}=1$. Moreover, using again the fact that $y(x)=c x^{n}+\psi(x)$ with some $c \in \mathbb{R}$ and some $\psi \in C^{2}[0, T]$ and applying Theorem C.2(a) and (c), we determine the correct values for the remaining quantities as $\gamma_{2}=\min \{n, 2 n-2\}=$ $2 n-2 \geq 0$ and $\delta_{2}=2$. The claim then follows from Lemma C.3.

In the case $n<1$ the situation seems to be less clear. According to the theorems presented at the end of Sect. 6.4, smoothness conditions on $f$ imply that the exact solution is of the form

$$
y(t)=\psi(t)+\sum_{v=1}^{\hat{v}} c_{v} t^{v n}+\sum_{v=1}^{\tilde{v}} d_{v} t^{1+v n}
$$

where $\psi$ is twice differentiable. The first sum consists of terms which are not differentiable, and the second sum is of terms that are differentiable once but not twice. As remarked by Lubich [120] it seems unlikely that numerical schemes will be rapidly convergent over any interval that contains the origin. Indeed we can prove that the error $y\left(t_{1}\right)-y_{1}$ of the approximation after just one step behaves as $O\left(h^{2 n}\right)$ if $f \in C^{2}(G)$. Simple numerical experiments indicate that this result cannot be improved. However this error introduced in the initial phase is transient and from numerical results reported in [49, Table 4.5] we believe the following conjecture to be true.

Conjecture C.2. Let $0<n<1$. Then, if $f \in C^{3}(G)$, for every $\varepsilon>0$ we have

$$
\max _{t_{j} \in[\varepsilon, T]}\left|y\left(t_{j}\right)-y_{j}\right|=O\left(h^{1+n}\right) .
$$

## C. 2 Numerical Schemes for Multi-Term Equations

We now come to the extension of the numerical methods discussed in the previous section to multi-term equations. The most important theoretical properties of these multi-term equations have been discussed in Chap. 8. As in that chapter we restrict our attention to equations of the form

$$
\begin{equation*}
D_{* 0}^{n_{k}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k-1}} y(x)\right) \tag{C.24a}
\end{equation*}
$$

(where $0<n_{1}<n_{2}<\ldots<n_{k}$ ) with a suitable function $f$ and initial conditions

$$
\begin{equation*}
y^{(j)}(0)=y_{0}^{(j)}, \quad j=0,1, \ldots,\left\lceil n_{k}\right\rceil-1 . \tag{C.24b}
\end{equation*}
$$

For initial value problems of this type we shall discuss the various approaches introduced in Chap. 8 and find out their respective advantages and disadvantages.

## Conversion to Single-Order Systems

Our first attempt consists in a direct application of the result of Theorem 8.1 or 8.2 (depending on whether $n_{k}>1$ or not) to the given initial value problem. In this way we transform the given initial value problem into a system of equations of the form

$$
\begin{align*}
D_{* 0}^{\gamma} y_{0}(x) & =y_{1}(x) \\
D_{* 0}^{\gamma} y_{1}(x) & =y_{2}(x) \\
& \vdots  \tag{C.25a}\\
D_{* 0}^{\gamma} y_{N-2}(x) & =y_{N-1}(x) \\
D_{* 0}^{\gamma} y_{N-1}(x) & =f\left(x, y_{0}(x), y_{n_{1} / \gamma}(x), \ldots, y_{n_{k-1} / \gamma}(x)\right),
\end{align*}
$$

together with the initial conditions

$$
y_{j}(0)= \begin{cases}y_{0}^{(j \gamma)} & \text { if } j \gamma \in \mathbb{N}_{0}  \tag{C.25b}\\ 0 & \text { else }\end{cases}
$$

with the precise choice of the new parameters $\gamma$ and $N$ being according to Theorems 8.1 or 8.2 , as appropriate. We have thus formally obtained an equation of the type

$$
\begin{equation*}
D_{* 0}^{\gamma} Y(x)=F(x, Y(x)), \quad Y(0)=Y_{0}, \tag{C.26}
\end{equation*}
$$

with certain vector-valued functions $F$ (known) and $Y$ (unknown) and an initial condition vector $Y_{0}$, i.e. a single-term equation of order $\gamma$ with vector-valued data. Thus we may apply any numerical method for such single-term equations and calculate an approximate solution for this system; for the sake of simplicity we shall restrict ourselves to the Adams-Bashforth-Moulton scheme developed above. The first component of the (numerical) solution vector (with index 0 ) is then the required approximate solution for the original equation. We illustrate the procedure by a simple example taken from [44].

Example C.2. Solve the Bagley-Torvik equation

$$
A y^{\prime \prime}(x)+B D_{* 0}^{3 / 2} y(x)+C y(x)=C(x+1)
$$

(where $A \neq 0$ and $B, C \in \mathbb{R}$ ) with initial conditions

$$
y(0)=y^{\prime}(0)=1
$$

with the approach described above.
It is easily verified that the exact solution of this problem is

$$
y(x)=x+1
$$

independent of the choice of the coefficients $A, B$, and $C$. Thus, the resulting system is

$$
D_{* 0}^{1 / 2}\left(\begin{array}{c}
y_{0}(x) \\
y_{1}(x) \\
y_{2}(x) \\
y_{3}(x)
\end{array}\right)=\frac{1}{A}\left(\begin{array}{c}
y_{1}(x) \\
y_{2}(x) \\
y_{3}(x) \\
-B y_{3}(x)-C y_{0}(x)+C(x+1)
\end{array}\right)
$$

$$
\left(\begin{array}{l}
y_{0}(0) \\
y_{1}(0) \\
y_{2}(0) \\
y_{3}(0)
\end{array}\right)=\left(\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right) .
$$

We have solved this problem on the interval $[0,5]$ with the Adams-BashforthMoulton scheme. The numerical results at $x=5$ were as shown in Table C.3.

These data indicate that the convergence behaviour is $O\left(h^{3 / 2}\right)$. To understand how this relates to the error estimates of Sect. C.1, we must recall that we now construct an approximate solution for the entire system and not just for its first component. Thus we see that, as a by-product of the method, we do not only obtain information on $y$ but also on its fractional derivatives of order $\gamma, 2 \gamma, \ldots,(N-1) \gamma$. Depending on the task at hand this information can be anything between highly useful and absolutely unnecessary. In any case the error estimate is dominated by the worst error estimate of the four components. Since the exact solution for the system is $\left(x+1, x^{1 / 2} / \Gamma(3 / 2), 1,0\right)^{\mathrm{T}}$ we see that the second, third and fourth components of the exact solution have smooth derivatives of order $1 / 2$; thus they may be approximated with order $O\left(h^{3 / 2}\right)$ according to Theorem C.4. The first component is smooth itself; it allows an application of Corollary C. 8 that gives an $O(h)$ error estimate on the full interval $[0, T]$ and an $O\left(h^{3 / 2}\right)$ estimate on each interval of the form $[\varepsilon, T]$ with $\varepsilon>0$. Since the latter case covers the problem considered in Table C.3, we have agreement between theoretical and numerical results.

In order to explain the weaknesses of this concept, we look at a second example, already considered in [45] and [35].

Example C.3. Solve the nonlinear three-term equation

$$
\begin{equation*}
D_{* 0}^{1.455} y(x)=-x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \mathrm{e}^{x} y(x) D_{* 0}^{0.555} y(x)+\mathrm{e}^{-2 x}-\left[D_{* 0}^{1} y(x)\right]^{2} \tag{C.27}
\end{equation*}
$$

for $0 \leq x \leq 1$, equipped with the initial conditions $y(0)=1$ and $y^{\prime}(0)=-1$, with the same algorithm.

The exact solution of this problem is $y(x)=\exp (-x)$. When applying our idea to this equation, we first need to calculate the order $\gamma$ of the new system as described in Theorem 8.1. In our case the result is $\gamma=1 / 200$, and hence the dimension of the resulting system is $N=1.455 / \gamma=291$ - a rather large number. In a first attempt we have tried to solve the system with the Adams-Bashforth-Moulton scheme as

Table C. 3 Bagley-Torvik equation solved with Adams method

| Step size | Numerical solution | Error | Estimated order <br> of convergence |
| :--- | :--- | :--- | :--- |
| 0.5 | 6.15131473519232 | -0.15131473519232 |  |
| 0.25 | 6.04684102179946 | -0.04684102179946 | 1.69 |
| 0.125 | 6.01602947553912 | -0.01602947553912 | 1.55 |
| 0.0625 | 6.00562770408881 | -0.00562770408881 | 1.51 |

Table C. 4 Numerical results for Example C. 3 (system with $N=291, \gamma=0.005$ ) using the standard PECE-type Adams algorithm

| Step size | Maximal error | Run time |
| :--- | :--- | ---: |
| $1 / 200$ | 0.3904 | 101.2 s |
| $1 / 400$ | 0.2193 | 368.4 s |
| $1 / 800$ | 0.1164 | 1358.0 s |
| $1 / 1,600$ | 0.0600 | 5017.4 s |



Fig. C. 1 Approximation errors for Example C. 3 with $h=1 / 100$ (solid line), $h=1 / 200$ (dashed line $), h=1 / 400($ dot-dashed line $), h=1 / 800($ dotted line $), h=1 / 1,600($ dashed and triple-dotted line)
above. The resulting errors are reported in Table C. 4 and Fig. C.1. For the purpose of comparison with later methods we have also included information about the run time of the algorithm on a standard 500 MHz Pentium PC in double precision arithmetic.

It is clearly seen that the results for $h=1 / 100$ and $h=1 / 200$ are totally unacceptable. There is a simple explanation for this phenomenon which becomes evident when one takes a look at the numerical solution of the initial value problem and not at the approximation error: In each case the first 99 steps of the algorithm do not change the first component of the approximate solution. In other words we get stuck at the initial value instead of following the exact solution. The reason for this behaviour can be found in the structure of the function $F$ on the right-hand side of the system (C.26) and of its initial condition: The first component (index 0 ) is $y_{0}$, the component with index $200(=1 / \gamma)$ is $y_{0}^{\prime}(\neq 0)$, and all the components in between vanish. The interaction of the Adams-Bashforth-Moulton method with the function $F$ now implies that the non-zero component is propagated by one row in each predictor step and another row in each corrector step, so in the first 99 steps only a total of 198 zeros are added to the initial value of the leading component of the numerical solution. The last (199th) zero is then used in the predictor of the 100th step, and the corrector of step 100 is actually the first operation where a non-zero entry reaches the first component of the solution. Thus we always have an initial
interval of $2 / \gamma-1$ steps where the numerical solution is constant before it can start to make progress towards the exact solution. Notice that in our Bagley-Torvik example above we had $\gamma=1 / 2$, and so (since here $2 / \gamma-1=3$ ) the effect is negligible. This means that, if one wants to keep the structure of the algorithm and the uniform step size, then the only way to reduce this effect is a drastic reduction of the step size $h$, essentially by the rule $h=O(\gamma)$. A look at Fig. C. 1 confirms this observation.

Let us briefly summarize what we have achieved so far: The approach described above has the advantage of producing a system of equations with a very simple structure. As a consequence of this structure, numerical schemes for this system can be implemented on a parallel computer architecture in a rather efficient way. However we have also seen some disadvantages:
(a) The method only works in the case of commensurate multi-term equations (if $n_{k} \leq 1$ ) or under the even more restrictive assumption that all the $n_{j}$ are rational (if $n_{k}>1$ )
(b) The dimension of the system can be very large (depending on the precise values of the parameters of the original equation); this can lead to very long run times on sequential machines
(c) The structure of the initial conditions of the new system can be problematic for some types of numerical algorithms; in particular we may be forced to use excessively small step sizes

In order to overcome these problems (at least partially), we propose two possible strategies. The first one, taken from [45], is a slight refinement of the idea used so far that works in two stages. We recall that the problem is mainly due to the large dimension of the system, and this in turn is a consequence of the size of the greatest common divisor of the orders of the differential operators in the given system. Therefore we introduce a stage of preliminary manipulations before actually starting the numerical algorithm.

This first stage consists of replacing the given initial value problem (C.24) by a new differential equation

$$
\begin{equation*}
D_{* 0}^{\tilde{n}_{k}} \tilde{y}(x)=f\left(x, \tilde{y}(x), D_{* 0}^{\tilde{n}_{1}} \tilde{y}(x), D_{* 0}^{\tilde{n}_{2}} \tilde{y}(x), \ldots, D_{* 0}^{\tilde{n}_{k-1}} \tilde{y}(x)\right) \tag{C.28}
\end{equation*}
$$

with identical initial conditions (C.24b). We thus perturb the orders of the differential operators, but all other parameters of the given problem (the function $f$ on the right-hand side and the initial conditions) remain unchanged.

The essence of this idea is that, according to Theorem 8.8, the exact solution $\tilde{y}$ of this new initial value problem and the exact solution $y$ of the original problem differ only by

$$
\begin{equation*}
\|y-\tilde{y}\|_{\infty}=O\left(\max _{j=1,2, \ldots, k}\left|n_{j}-\tilde{n}_{j}\right|\right) . \tag{C.29}
\end{equation*}
$$

Here by $\|\cdot\|_{\infty}$ we denote the Chebyshev norm taken over a suitable finite interval $[0, T]$, say, where both problems have a solution.

In order to exploit the capabilities of this approach, we need to choose the new parameters $\tilde{n}_{1}, \ldots, \tilde{n}_{k}$ in such a way that they have the following three properties:
(a) $\tilde{n}_{1}, \ldots, \tilde{n}_{k} \in \mathbb{Q}$
(b) The least common multiple of the denominators of $\tilde{n}_{1}, \ldots, \tilde{n}_{k}$ is small
(c) $\max _{j}\left|n_{j}-\tilde{n}_{j}\right|$ is small

Here condition (a) asserts that a conversion of (C.28) to a single-term system (as described in Chap. 8) is possible. Specifically, since only the new values $\tilde{n}_{j}$ enter the later stages of the scheme, such a conversion is always possible, without any restrictions on the original values $n_{j}$. The purpose of condition (b) is to keep the dimension $N$ of this system small (remember that in Theorem 8.1 we had seen that essentially $N=M n_{k}$ where $M$ is the least common multiple mentioned in condition (b)), which - according to our initial idea - was the main point of the concept. Condition (c) finally makes sure that the error introduced by this perturbation remains small, cf. (C.29).

It must be noted of course that there is a conflict between conditions (b) and (c): In many cases it will be possible to improve the approximation required in (c) at the price of increasing the least common multiple mentioned in (b). A proper compromise must be found in this case. It seems to be impossible however to state a generally valid strategy for the solution of this conflict; a good compromise will likely depend on the specific parameters of the equation under consideration.

This completes the first stage of the algorithm. At the end of this stage we have found a new initial value problem that consists of the perturbed differential equation (C.28) together with the original (unperturbed) initial conditions (C.24b).

The second stage of the algorithm is then the stage where the initial value problem that was constructed in stage 1 will be solved numerically. In practice we will first use the approach described at the beginning of this section: We convert the new initial value problem into a single-term system, and then we will solve this system numerically (for example by means of the Adams method).

Example C.4. Construct an approximate solution for the problem from Example C. 3 by the two-stage strategy outlined above.

As a first attempt to solve the problem with our refined method, we approximate (C.27) by

$$
\begin{equation*}
D_{* 0}^{1.5} \tilde{y}(x)=-x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \mathrm{e}^{x} \tilde{y}(x) D_{* 0}^{0.5} \tilde{y}(x)+\mathrm{e}^{-2 x}-\left[D_{* 0}^{1} \tilde{y}(x)\right]^{2}, \tag{C.30}
\end{equation*}
$$

convert (C.30) to a three-dimensional system of order $\gamma=0.5$, and solve this system numerically with the Adams method in its standard form using various step sizes. The results are described in Table C.5.

Table C. 5 Numerical results of first approximation ( $N=3$, $\gamma=0.5$ )

| Step size | Maximal error | Run time |
| :--- | :--- | :--- |
| $1 / 10$ | 0.136 | 0.07 s |
| $1 / 20$ | 0.124 | 0.18 s |
| $1 / 40$ | 0.118 | 0.56 s |

Fig. C. 2 Exact solution and first approximation ( $N=3$, $\gamma=0.5$, step size $h=0.1$ )


We can see that there is almost no improvement when we change the step size from $1 / 20$ to $1 / 40$. This indicates that the error of the Adams scheme (i.e. the error introduced in the second stage) is already very small compared to the error of the first stage (i.e. the error introduced by perturbing the differential equation). Therefore there is no need to look for an improved scheme for the solution of this simple system. Note in particular (see Fig. C.2) that even the crudest of these three approximations (the dashed line) gives a qualitatively correct picture of the exact solution (the solid line). Certainly this cannot be said to be true for our plain and simple first approach discussed above.

In order to obtain a better approximation with our method we must now reduce the error of stage 1, i.e. we need to introduce smaller perturbations in the orders of the differential operators. We thus try to approximate the given equation (C.27) not by (C.30) but by

$$
\begin{equation*}
D_{* 0}^{1.45} \tilde{y}(x)=-x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \mathrm{e}^{x} \tilde{y}(x) D_{* 0}^{0.55} \tilde{y}(x)+\mathrm{e}^{-2 x}-\left[D_{* 0}^{1} \tilde{y}(x)\right]^{2} \tag{C.31}
\end{equation*}
$$

and proceed as above. Consequently we find that we have to solve a 29 -dimensional system of order 0.05 numerically. This task is (in particular due to the nature of the initial conditions) much more difficult than the previous one, and therefore we need to put more effort into the numerical scheme. For the moment we interpret this requirement as a demand for a smaller step size; an alternative will be considered later. The results are given in Table C.6.

For the purpose of comparison with the previous example we have included the case of a step size of $1 / 40$. As can be seen by comparing Tables C. 5 and C.6, the error is much larger now than it was before. The reason is the problem that we mentioned above: Since the dimension of the system has been increased, the numerical solution needs more time to get away from the initial value. An even more obvious picture of the situation appears when we look at the graphical data provided in Fig. C.3. Here again the solid line is the exact solution, the other lines correspond to the numerical solutions (dashed line: $h=1 / 40$; dash-dotted line: $h=1 / 100$;

Table C. 6 Numerical results of second approximation ( $N=29, \gamma=0.05$ )

| Step size | Maximal error | Run time |
| :--- | :--- | :---: |
| $1 / 40$ | 0.2015 | 0.9 s |
| $1 / 100$ | 0.0861 | 5.5 s |
| $1 / 200$ | 0.0440 | 21.5 s |
| $1 / 400$ | 0.0222 | 82.4 s |

Fig. C. 3 Exact solution and second approximation ( $N=29, \gamma=0.05$, various step sizes)

dotted line: $h=1 / 200$ ). We thus have to say that the graph for $h=1 / 40$ does not give a qualitatively correct picture of the true solution.

As pointed out above, we will sometimes be forced to choose the parameters in such a way that the dimension of the system is larger than desirable. In this context the present 29-dimensional system may be considered to be such a case. That means that also the number of zeros in the initial condition of the resulting system is larger than one would like it to be, which forces us to use a very small step size.

This is where our second strategy mentioned above comes into play as a possible alternative. Specifically, it may be useful to replace the plain PECE structure by a $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ method (i.e. by introducing additional corrector iterations) as described in Theorem C.5. This allows for a quicker propagation of the non-zero elements, and it may be possible to avoid the use of excessively small step sizes. We shall provide a numerical example now. This flexibility in the number of corrector steps is actually one of the main reasons why we suggest the Adams scheme and not, e.g., the method of [34]. Recall that, as derived in Remark C.4, by (for example) doubling the number of corrector iterations, we essentially leave the computational complexity unchanged.

If we would use the other option and reduce the step size by a factor of two, then the run time would increase by a factor of four because the complexity of the algorithm is $O\left(h^{-2}\right)$. Both approaches would reduce the size of the initial interval where the numerical solution gets stuck at the initial value by a factor of $1 / 2$.

The data obtained by our $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ approach are given in Table C.7. Note that the data of Table C. 6 correspond to this method with $\mu=1$.

It is clearly seen that there is a significant advantage in this approach: By choosing $\mu=10$ and $h=1 / 40$ for example, we obtain an absolute error that is about $25 \%$ smaller than in the case $\mu=1$ and $h=1 / 200$, and at the same time the run time is

Table C. 7 Numerical results of second approximation

| ( $N=29, \gamma=0.05$ ) as in (C.31) with $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ algorithm |  |  |  |
| :---: | :---: | :---: | :---: |
| Number $\mu$ of corrector iterations | Step size | Maximal error | Run time |
| 10 | 1/40 | 0.03175 | 4.9 s |
| 10 | 1/100 | 0.01174 | 28.6 s |
| 20 | 1/40 | 0.00989 | 9.3 s |
| 20 | 1/100 | 0.00379 | 55.0 s |



Fig. C. 4 Errors for second approximation $(N=29, \gamma=0.05)$ as in (C.31) with various combinations of step size and number of corrector steps
$75 \%$ shorter. The reason is the following. In the case $\mu=1$ the numerical solution gets stuck at the initial value for a rather long interval. At the end of this interval the true solution has moved away significantly from the initial value, and here the error attains its maximum. Over the remainder of the interval $[0,1]$ the numerical solution then has to creep towards the exact solution, and the error gets smaller. If we choose a larger value for $\mu$, we make the problematic initial interval smaller, and therefore we also diminish the error attained over this interval. This is apparent from Fig. C. 4 where we have compared the absolute errors for $\mu=1, h=1 / 200$ (solid line) and $\mu=10, h=1 / 40$ (dashed line).

In this example one can of course now apply the idea of using many corrector steps also to the given equation (C.27) itself. This is equivalent to skipping stage 1 of our two-stage process. It is clear that the run times of the plain PECE scheme (see Table C.4) are not competitive. Therefore we once again revert to the $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ structure with larger values for $\mu$ and larger step sizes as before. Some results are stated in Table C.8.

Comparing Tables C. 4 and C. 8 we once again find a significant run time advantage in the $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ method as compared to the PECE method without losing accuracy, but even the approximations obtained by the faster $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ approach are less accurate and more time consuming than the results presented in Table C. 7 where we had used a simpler differential equation system.

Table C. 8 Numerical results for unperturbed equation ( $N=291, \gamma=0.005$ ), with $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ algorithm

| Number $\mu$ of <br> corrector iterations | Step size | Maximal error | Run time |
| :--- | :--- | :--- | :--- |
| 10 | $1 / 100$ | 0.16473 | 117.3 s |
| 10 | $1 / 200$ | 0.08607 | 446.8 s |
| 20 | $1 / 100$ | 0.08607 | 222.8 s |
| 20 | $1 / 200$ | 0.04400 | 811.0 s |

Based on our theoretical considerations here and in Sect. C. 1 and on heuristical arguments coming from the numerical results, we now give a complete description of a possible algorithm for the approximate solution of the initial value problem (C.24). The algorithm will follow the basic ideas outlined above. The fundamental concept is that we assume a bound on the complexity to be given (expressed in terms of the least common multiple of the denominators of the orders $\tilde{n}_{j}$ ) and that we try to achieve a high accuracy in the solution without exceeding the complexity limit.

Specifically, we assume that the user specifies a parameter $M \in \mathbb{N}$ which we interpret as an upper bound for the least common multiple of the denominators of $\tilde{n}_{1}, \ldots, \tilde{n}_{k}$. Since the dimension $N$ of the system that we shall construct in stage 2 of the algorithm is given by $N=M \tilde{n}_{k} \approx M n_{k}$, this data gives us an upper bound on the dimension and hence an upper bound on the arithmetic complexity.

We begin by constructing the perturbations required for the first stage. This is very simple; for $j=1,2, \ldots, k$ we only have to set $\tilde{n}_{j}:=\alpha_{j} / M$ where $\alpha_{j} \in \mathbb{N}$ is chosen to be the natural number closest to $M n_{j}$ (i.e. $\alpha_{j}=\left\lfloor M n_{j}+0.5\right\rfloor$ ). In this way we make sure that, for every single $j$, the quantity $\left|\tilde{n}_{j}-n_{j}\right|$ is minimized under the condition that the least common multiple of the denominators of $\tilde{n}_{1}, \ldots, \tilde{n}_{k}$ is bounded by $M$. This essentially completes the first stage.

The second stage begins by rewriting the perturbed equations as a system of or$\operatorname{der} \gamma=1 / M$ and dimension $N$ as described in Theorem 8.1. This system is solved by the $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ scheme indicated above. To avoid the problems caused by the large number of zeros in the new initial condition, we choose the parameter $\mu$ in a way that depends on the number of zeros (i.e. on $M$ ); specifically we set $\mu:=M$ as suggested in [36]. Note that it follows from our considerations that it is neither necessary nor helpful to introduce additional flexibility by choosing different values for the parameter $\mu$ in each step. The choice that we propose here is sufficient to avoid the problems caused by the (possibly) large number of zeros in the initial condition. Choosing $\mu$ larger than this would not give a better order of accuracy, so there is no point in doing that (cf. the considerations on (C.32) below). Choosing $\mu$ smaller (permanently or temporarily) would mean that the problem cannot be avoided totally, so one would have to assume a deterioration of the approximation quality, but on the other hand it would not lead to a significantly faster algorithm because the arithmetic complexity of the entire scheme is (asymptotically) independent of $\mu$.

Another advantage of the $\mathrm{P}(\mathrm{EC})^{\mu} \mathrm{E}$ scheme with the choice of $\mu$ indicated above can be explained by a look at Theorem C.5: The algorithm converges to the true solution of the perturbed equation with an error of

$$
\begin{equation*}
\max _{j=0,1, \ldots, N}\left|y\left(t_{j}\right)-y_{h}\left(t_{j}\right)\right|=O\left(h^{p}\right) \quad \text { where } \quad p=\min (2,1+\gamma \mu) . \tag{C.32}
\end{equation*}
$$

Since here we have $\mu=M=1 / \gamma$ by construction, this means that in the proposed scheme we actually have $p=2$ in every case, so we find slightly better convergence behaviour than in the simple PECE approach; indeed this is the maximum order than one can possibly obtain by an algorithm that uses the approximation method underlying our scheme.

This approach is particularly useful when one is looking for a computationally inexpensive but still reasonably accurate approximation. In many applications this will be what is desired because often one needs to solve a great number of such initial value problems whose solutions are then required as input data for other problems. Additionally, high accuracy is frequently impossible to obtain anyway because the given data (in particular the orders $n_{j}$ of the differential operators) are something like material constants known only up to a certain (usually moderate) precision.

## Conversion to Multi-Order Systems

An alternative approach has been suggested in [59]. Two variants are possible; we begin with the one that is simpler to describe and discuss the other one later.

The basic idea is to use a completely different transformation of the given initial value problem into the form of a system of fractional differential equations. Essentially this amounts to replacing the path that uses Theorem 8.1 or 8.2 that we had used above by the transformation to a multi-order system according to Theorem 8.9 or Theorem 8.10. We begin with the former and, as above, assume that the original initial value problem is given in the form

$$
\begin{equation*}
D_{* 0}^{n_{k}} y(x)=f\left(x, y(x), D_{* 0}^{n_{1}} y(x), D_{* 0}^{n_{2}} y(x), \ldots, D_{* 0}^{n_{k-1}} y(x)\right) \tag{C.33a}
\end{equation*}
$$

(where $0<n_{1}<n_{2}<\ldots<n_{k}$ ) with a suitable function $f$ and initial conditions

$$
\begin{equation*}
y^{(j)}(0)=y_{0}^{(j)}, \quad j=0,1, \ldots,\left\lceil n_{k}\right\rceil-1 \tag{C.33b}
\end{equation*}
$$

However we now assume (without loss of generality) that additionally we have

$$
\begin{equation*}
\left\{1,2, \ldots,\left\lceil n_{k}\right\rceil-1\right\} \subset\left\{n_{1}, n_{2}, \ldots, n_{k}\right\} . \tag{C.34}
\end{equation*}
$$

This implies $n_{j}-n_{j-1} \leq 1$ for all $j$. Consider now the differences $d_{j}:=n_{j}-n_{j-1}$ for $j=1,2,3, \ldots, k$, where we have defined $n_{0}:=0$. We then introduce the new functions

$$
y_{0}:=y, \quad y_{j}:=D_{* 0}^{d_{j}} y_{j-1} \quad(j=1,2, \ldots, k),
$$

such that

$$
\begin{aligned}
y_{1} & =D_{* 0}^{d_{1}} y_{0}=D_{* 0}^{n_{1}-n_{0}} y_{0}=D_{* 0}^{n_{1}} y, \\
y_{2} & =D_{* 0}^{d_{2}} y_{1}=D_{* 0}^{n_{2}-n_{1}} D_{* 0}^{n_{1}} y=D_{* 0}^{n_{2}} y, \\
& \vdots \\
y_{k} & =D_{* 0}^{d_{k}} y_{k-1}=D_{* 0}^{n_{k}-n_{k-1}} D_{* 0}^{n_{k-1}} y=D_{* 0}^{n_{k}} y .
\end{aligned}
$$

For the derivation of these identities one can proceed as in the proof of Lemma 3.13 ; the key point is that - due to our assumption (C.34) - we never jump across an integer when moving from $n_{j-1}$ to $n_{j}$. Thus we may rewrite (C.33a) in the form

$$
\begin{align*}
D_{* 0}^{d_{1}} y_{0} & =y_{1} \\
D_{* 0}^{d_{2}} y_{1} & =y_{2} \\
& \vdots \\
D_{* 0}^{d_{k-1}} y_{k-2} & =y_{k-1}  \tag{C.35a}\\
D_{* 0}^{d_{k}} y_{k-1} & =f\left(x, y_{0}(x), y_{1}(x), y_{2}(x), \ldots, y_{k-1}(x)\right) .
\end{align*}
$$

We have found the required system of differential equations; the corresponding initial values obviously have to be

$$
y_{j}(0)= \begin{cases}y_{0}^{\left(n_{j}\right)} & \text { if } n_{j} \in \mathbb{N}_{0}  \tag{C.35b}\\ 0 & \text { else }\end{cases}
$$

in view of the fact that $y_{j}=D_{* 0}^{n_{j}} y$, Lemma 3.11 and the given initial values (C.33b). A comparison of this multidimensional initial value problem with its counterpart (C.25) constructed above reveals a number of substantial differences even though formally they are equivalent in the sense that the first components of the solutions of the two problems coincide:
(a) The dimension of the new system is $k$ (a small number in typical applications), independent of the values of the $n_{j}$; we had seen above (see, e.g., Example C.3) that the other approach could give rise to systems of very large dimension even if $k$ was small.
(b) The number of zeros in the initial condition (C.33b) relates to the number of zeros in its counterpart (C.25b) in the same way as the dimensions.
(c) The structure of the left-hand side of the new system (C.35a) is much more complicated than it was in the old system (C.25a).
(d) The formal structures of the right-hand sides of the two system do not differ from each other at all.

It turns out that, in view of the considerations with respect to the approach using single-order systems, the first two points mentioned above indicate the capability of the new approach to avoid the potentially serious problems encountered in the first approach. On the other hand, the third item reveals that we have to pay a certain price for this improvement: Instead of requiring an approximation for only one differential operator we now need to work with operators of order $d_{1}, d_{2}, \ldots, d_{k}$. These orders may or may not coincide with each other.

Example C.5. We rewrite the equations from Examples C. 2 and C. 3 as systems of equations according to the ideas outlined above.

For the Bagley-Torvik equation

$$
A y^{\prime \prime}(x)=-B D_{* 0}^{3 / 2} y(x)-C y(x)+C(x+1), \quad y(0)=y^{\prime}(0)=1,
$$

from Example C.2, we have

$$
n_{1}=1, \quad n_{2}=\frac{3}{2} \quad \text { and } \quad n_{3}=2
$$

such that

$$
d_{1}=1, \quad d_{2}=\frac{1}{2} \quad \text { and } \quad d_{3}=\frac{1}{2} .
$$

The resulting system thus is three-dimensional and reads

$$
\begin{aligned}
D_{* 0}^{1} y_{0}(x) & =y_{1}(x) \\
D_{* 0}^{1 / 2} y_{1}(x) & =y_{2}(x), \\
D_{* 0}^{1 / 2} y_{2}(x) & =-\frac{B}{A} y_{2}(x)-\frac{C}{A} y_{0}(x)+\frac{C}{A}(x+1)
\end{aligned}
$$

with initial conditions

$$
y_{0}(0)=y_{1}(0)=1 \quad \text { and } \quad y_{2}(0)=0
$$

A comparison with Example C. 2 shows that the differences for this simple example are small: The dimension is reduced by one, and two different fractional derivatives appear on the left-hand side of the system.

In the other example, the equation was

$$
\begin{aligned}
D_{* 0}^{1.455} y(x)= & -x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \exp (x) y(x) D_{* 0}^{0.555} y(x) \\
& +\exp (-2 x)-\left[D_{* 0}^{1} y(x)\right]^{2}
\end{aligned}
$$

with initial conditions $y(0)=1$ and $y^{\prime}(0)=-1$. Here the new approach uses the parameters

$$
n_{1}=0.555, \quad n_{2}=1 \quad \text { and } \quad n_{3}=1.455
$$

such that

$$
d_{1}=0.555, \quad d_{2}=0.445 \quad \text { and } \quad d_{3}=0.455
$$

Once again we obtain a three-dimensional system; this time it has the form

$$
\begin{aligned}
& D_{* 0}^{0.555} y_{0}(x)=y_{1}(x) \\
& D_{* 0}^{0.445} y_{1}(x)=y_{2}(x) \\
& D_{* 0}^{0.455} y_{2}(x)=-x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \exp (x) y_{0}(x) y_{1}(x)+\exp (-2 x)-\left[y_{2}(x)\right]^{2}
\end{aligned}
$$

with initial conditions

$$
y_{0}(0)=1, \quad y_{1}(0)=0 \quad \text { and } \quad y_{2}(0)=-1
$$

Now the difference to the single-order system approach is enormous: The dimension of the system is reduced from 291 to 3 , but of course we now have to work with three different differential operators.

Before we come to the question for a suitable numerical scheme for systems of this structure, let us briefly introduce a small modification of the idea presented so far that may lead to a slightly more efficient scheme. This is motivated by the observation from the two examples above that integer order differential operators that are local by nature are decomposed into two (or more) non-local fractional differential operators: In the Bagley-Torvik example we have $y^{\prime \prime}=D_{* 0}^{1 / 2} y_{2}=$ $D_{* 0}^{1 / 2} D_{* 0}^{1 / 2} y_{1}=D_{* 0}^{1 / 2} D_{* 0}^{1 / 2} D_{* 0}^{1} y_{0}$, and so in any approximation method the possibility to save time by making use of the locality is lost. A similar decomposition $y_{2}=y^{\prime}=D_{* 0}^{0.445} y_{1}=D_{* 0}^{0.445} D_{* 0}^{0.555} y_{0}$ is used in the other example. It would thus be preferable to use the alternative systems

$$
\begin{aligned}
D_{* 0}^{1} y_{0}(x) & =y_{1}(x) \\
D_{* 0}^{1 / 2} y_{1}(x) & =y_{2}(x) \\
D_{* 0}^{1} y_{1}(x) & =-\frac{B}{A} y_{2}(x)-\frac{C}{A} y_{0}(x)+\frac{C}{A}(x+1)
\end{aligned}
$$

with initial conditions

$$
y_{0}(0)=y_{1}(0)=1 \quad \text { and } \quad y_{2}(0)=0
$$

for the Bagley-Torvik problem and

$$
\begin{aligned}
D_{* 0}^{0.555} y_{0}(x) & =y_{1}(x) \\
D_{* 0}^{1} y_{0}(x) & =y_{2}(x) \\
D_{* 0}^{0.455} y_{2}(x) & =-x^{0.1} \frac{E_{1.545}(-x)}{E_{1.445}(-x)} \exp (x) y_{0}(x) y_{1}(x)+\exp (-2 x)-\left[y_{2}(x)\right]^{2}
\end{aligned}
$$

with initial conditions

$$
y_{0}(0)=1, \quad y_{1}(0)=0 \quad \text { and } \quad y_{2}(0)=-1
$$

for the other example. In this way we simplify the structure somewhat because some of the fractional differential operators on the left-hand side can be replaced by integer-order operators. This modification is equivalent to using Theorem 8.10 instead of Theorem 8.9 in our multi-order system approach.

For the numerical solution of these systems of equations one can then use a numerical scheme for scalar fractional differential equations for each component separately. Of course one needs to take into account that the individual equations now will typically not be of the same order, so numerical methods for different orders must be used. In general, there do not seem to be any advantages in using differently constructed methods for the individual equations; rather one would usually prefer to use just one class of numerical schemes and merely change the orders of the algorithms as prescribed by the orders of the differential operators on the left-hand side of the system.

In either of the two multi-order system approaches, Edwards et al. [59] have investigated the use of the formula of [34] for the numerical solution of the resulting system of equations; later results [65] indicate that our Adams-Bashforth-Moulton method is likely to be more efficient. As far as the error is concerned, it turns out that the behaviour of the entire scheme is dominated by the component with the worst behaviour.

A comparison with the single-order system approach shows that the multi-order system approach is always applicable (there are no number-theoretic restrictions on the orders $n_{1}, \ldots, n_{k}$ ), and it will in many cases lead to a system with a considerably smaller dimension. However the structure of the left-hand side becomes more complicated.

The numerical experiments of Ford and Connolly [66] indicate that the conversion to a multi-order system via Theorem 8.10 tends to be the computationally least efficient of the approaches presented here. They found the conversion to a multi-order system via Theorem 8.9 and the approach using the transformation to single-order systems by means of Theorem 8.1 or 8.2 to be usually preferable. Which of these ideas works best seems to depend on the particular problem under consideration, so a generally valid advice cannot be given.

## Exercise

Exercise C.1. Give an explicit proof of Theorem C.2.

## Appendix D Useful Results from Analysis

In this chapter we collect some information on some concepts from Analysis that is useful in the remainder of the text.

## D. 1 Euler's Gamma Function

We begin with the Gamma function.
We recall the definition

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t
$$

for $x>0$. Elementary considerations from the theory of improper integrals reveal that the integral exists. Moreover, upon setting $x=1$ we easily see

$$
\begin{equation*}
\Gamma(1)=\int_{0}^{\infty} \mathrm{e}^{-t} \mathrm{~d} t=\lim _{z \rightarrow \infty} \int_{0}^{z} \mathrm{e}^{-t} \mathrm{~d} t=\lim _{z \rightarrow \infty}\left[-\mathrm{e}^{-t}\right]_{0}^{z}=\lim _{z \rightarrow \infty}\left(1-\mathrm{e}^{-z}\right)=1 . \tag{D.1}
\end{equation*}
$$

Additionally we may, for arbitrary $x>0$, manipulate the integral in the definition of the Gamma function by means of a partial integration. This yields

$$
\begin{aligned}
\Gamma(x+1) & =\int_{0}^{\infty} t^{x} \mathrm{e}^{-t} \mathrm{~d} t=\lim _{z \rightarrow \infty, y \rightarrow 0+} \int_{y}^{z} t^{x} \mathrm{e}^{-t} \mathrm{~d} t \\
& =\lim _{z \rightarrow \infty, y \rightarrow 0+}\left(\left[-\mathrm{e}^{-t} t^{x}\right]_{t=y}^{t=z}+x \int_{y}^{z} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t\right) \\
& =x \int_{0}^{\infty} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t=x \Gamma(x) .
\end{aligned}
$$

We have thus shown
Theorem D. 1 (Functional Equation for $\Gamma$ ). If $x>0$ then $x \Gamma(x)=\Gamma(x+1)$.
Now we may prove the all important relation between the Gamma function and the factorial:

Proof (of Theorem 1.3). The proof uses mathematical induction. The induction basis $(n=1)$ reads $\Gamma(1)=0!=1$ which is true in view of (D.1). For the induction step, we use the functional equation and the induction hypothesis:

$$
\Gamma(n+1)=n \Gamma(n)=n(n-1)!=n!
$$

as desired.
There is one other important application of the functional equation of the Gamma function. We solve it for $\Gamma(x)$; it then reads

$$
\begin{equation*}
\Gamma(x)=\frac{\Gamma(x+1)}{x} \tag{D.2}
\end{equation*}
$$

if $x>0$. Now the expression on the right-hand side is meaningful not only if $x>0$ but also in the case $-1<x<0$. Therefore we may use it as a definition for the lefthand side, i.e. for $\Gamma(x)$, in that case (which is not covered by the original definition because the defining integral is divergent for $x<0$ ). Having done this extension, the Gamma function is also defined for $-1<x<0$, and we may return to (D.2) with $x$ in that range. This allows us to extend the definition to $-2<x<-1$. Proceeding in this manner, we find a definition for the Gamma function that can be applied for all $x \in \mathbb{R}$ with the exception of those for which $-x \in \mathbb{N}_{0}$.

As a consequence of these considerations, we find another important identity involving the Gamma function:

Theorem D.2. Let $n \notin \mathbb{Z}$ and $k \in \mathbb{N}_{0}$. Then,

$$
(-1)^{k+1} \Gamma(n-k) \Gamma(k+1-n)=\Gamma(-n) \Gamma(n+1)
$$

Another useful identity in this context is
Theorem D. 3 (Reflection Formula for $\Gamma$ ). Let $0<x<1$. Then,

$$
\Gamma(x) \Gamma(1-x)=\frac{\pi}{\sin \pi x}
$$

It is also possible to find an alternative representation, due to Gauss, for the Gamma function. This representation actually holds for the extension indicated above. However, in practical calculations one frequently observes that the integral representation is easier to handle.

Theorem D. 4 (Gauss' Product Formula for $\Gamma$ ). Let $x \in \mathbb{R},-x \notin \mathbb{N}_{0}$. Then,

$$
\Gamma(x)=\lim _{n \rightarrow \infty} \frac{n!n^{x}}{x(x+1)(x+2) \cdots(x+n)} .
$$

The asymptotic behaviour of $\Gamma(x)$ as $x \rightarrow \infty$ is sometimes important; it can be described by the following result [2, Chapter 6].

Theorem D. 5 (Stirling's Formula). For $x \rightarrow \infty$ we have

$$
\Gamma(x+1)=\left(\frac{x}{\mathrm{e}}\right)^{x} \sqrt{2 \pi x}(1+o(1))
$$

One last result that we shall mention explicitly is the following integral identity. We leave the proof as an exercise.

Theorem D.6. Let $\alpha, \beta \in \mathbb{R}_{+}$. Then

$$
\int_{0}^{1} t^{\alpha-1}(1-t)^{\beta-1} \mathrm{~d} t=\frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}
$$

and hence

$$
\int_{0}^{x} t^{\alpha-1}(x-t)^{\beta-1} \mathrm{~d} t=x^{\alpha+\beta-1} \frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}
$$

The integral in the first equation of Theorem D. 6 is known as Euler's integral of the first kind or Euler's Beta function $B(\alpha, \beta)$.

More information on the Gamma function may be found, e.g., in the classical work of Artin [6] or in the usual reference works on special functions like [2, Chapter 6] or [62, Chapter I].

## D. 2 Fixed Point Theorems

The proofs of various existence and uniqueness theorems throughout this text have been based on classical theorems asserting existence or uniqueness of fixed points of certain operators.

The first of these theorems is the following generalization of Banach's fixed point theorem that we take from [189].

Theorem D. 7 (Weissinger's Fixed Point Theorem). Assume $(U, d)$ to be a nonempty complete metric space, and let $\alpha_{j} \geq 0$ for every $j \in \mathbb{N}_{0}$ and such that $\sum_{j=0}^{\infty} \alpha_{j}$ converges. Furthermore, let the mapping $A: U \rightarrow U$ satisfy the inequality

$$
\begin{equation*}
d\left(A^{j} u, A^{j} v\right) \leq \alpha_{j} d(u, v) \tag{D.3}
\end{equation*}
$$

for every $j \in \mathbb{N}$ and every $u, v \in U$. Then, $A$ has a uniquely determined fixed point $u^{*}$. Moreover, for any $u_{0} \in U$, the sequence $\left(A^{j} u_{0}\right)_{j=1}^{\infty}$ converges to this fixed point $u^{*}$.

An immediate consequence is
Corollary D. 8 (Banach's Fixed Point Theorem). Assume $(U, d)$ to be a nonempty complete metric space, let $0 \leq \alpha<1$, and let the mapping $A: U \rightarrow U$ satisfy the inequality

$$
\begin{equation*}
d(A u, A v) \leq \alpha d(u, v) \tag{D.4}
\end{equation*}
$$

for every $u, v \in U$. Then, A has a uniquely determined fixed point $u^{*}$. Furthermore, for any $u_{0} \in U$, the sequence $\left(A^{j} u_{0}\right)_{j=1}^{\infty}$ converges to this fixed point $u^{*}$.

Moreover we also used a slightly different result that asserts only the existence but not the uniqueness of a fixed point. Here we may work with weaker assumptions on the operator in question. A proof may be found, e.g., in [29].

Theorem D. 9 (Schauder's Fixed Point Theorem). Let $(E, d)$ be a complete metric space, let $U$ be a closed convex subset of $E$, and let $A: U \rightarrow U$ be a mapping such that the set $\{A u: u \in U\}$ is relatively compact in $E$. Then $A$ has at least one fixed point.

In this context we recall a definition:
Definition D.1. Let $(E, d)$ be a metric space and $F \subseteq E$. The set $F$ is called relatively compact in $E$ if the closure of $F$ is a compact subset of $E$.

A helpful classical result from Analysis in connection with such sets is as follows. The proof can be found in many standard textbooks, e.g. in [30, p. 30].

Theorem D. 10 (Arzelà-Ascoli). Let $F \subseteq C[a, b]$ for some $a<b$, and assume the sets to be equipped with the Chebyshev norm. Then, $F$ is relatively compact in $C[a, b]$ if $F$ is equicontinuous (i.e. for every $\varepsilon>0$ there exists some $\delta>0$ such that for all $f \in F$ and all $x, x^{*} \in[a, b]$ with $\left|x-x^{*}\right|<\delta$ we have $\left.\left|f(x)-f\left(x^{*}\right)\right|<\varepsilon\right)$ and uniformly bounded (i.e. there exists a constant $C>0$ such that $\|f\|_{\infty} \leq C$ for every $f \in F$ ).

## D. 3 The Laplace Transform

The Laplace transform method is an extremely useful tool for the analysis of linear (fractional or classical) initial value problems. In particular, it allows us to replace a differential equation by an algebraic equation. We take the fundamental definition from the classical book of Doetsch [56] where the interested reader may find a comprehensive treatment of the Laplace transform.

Definition D.2. Let $f:[0, \infty) \rightarrow \mathbb{R}$ be given. The function $F$ defined by

$$
F(s):=\mathscr{L} f(s):=\int_{0}^{\infty} f(x) \mathrm{e}^{-s x} \mathrm{~d} x
$$

is called the Laplace transform of $f$ whenever the integral exists.
It is rather simple to calculate the Laplace transform of some elementary functions.

Example D.1. (a) For $f(x)=\exp (a x)$ with $a \in \mathbb{R}$ we have $\mathscr{L} f(s)=1 /(s-a)$ whenever $s>a$.
(b) For $f(x)=x^{k}$ with $k>-1$ we find $\mathscr{L} f(s)=\Gamma(k+1) / s^{k+1}$ whenever $s>0$.
(c) For $f(x)=\sin \omega x$ with $\omega>0$ we have $\mathscr{L} f(s)=\omega /\left(s^{2}+\omega^{2}\right)$, again for $s>0$.

We cite the most important rules for Laplace transforms.
Theorem D.11. Assume the functions $f_{1}, f_{2}$ and $f_{3}$ to be given on $[0, \infty)$ and to be such that their Laplace transforms exist for all $s \geq s_{0}$ with some suitable $s_{0} \in \mathbb{R}$. Then we have the following rules.
(a) If $f_{3}=a_{1} f_{1}+a_{2} f_{2}$ with arbitrary real constants $a_{1}$ and $a_{2}$ then

$$
\mathscr{L} f_{3}(s)=a_{1} \mathscr{L} f_{1}(s)+a_{2} \mathscr{L} f_{2}(s)
$$

(linearity of the Laplace transform).
(b) If $f_{3}$ is the convolution of $f_{1}$ and $f_{2}$, i.e. if

$$
f_{3}(x)=\int_{0}^{x} f_{1}(x-t) f_{2}(t) \mathrm{d} t
$$

then

$$
\mathscr{L} f_{3}(s)=\mathscr{L} f_{1}(s) \cdot \mathscr{L} f_{2}(s)
$$

(the convolution theorem). In other words: The convolution in the original domain corresponds to the usual product in the Laplace domain.
(c) If $f_{3}(x)=\int_{0}^{x} f_{1}(t) \mathrm{d} t$ then we have for $s>\max \left\{0, s_{0}\right\}$

$$
\mathscr{L} f_{3}(s)=\frac{1}{s} \mathscr{L} f_{1}(s)
$$

(the integration theorem).
(d) Let $m \in \mathbb{N}$. If $f_{3}=D^{m} f_{1}$ is the $m$ th derivative of $f_{1}$ then

$$
\mathscr{L} f_{3}(s)=s^{m} \mathscr{L} f_{1}(s)-\sum_{k=1}^{m} s^{m-k} f_{1}^{(k-1)}(0)
$$

(the differentiation theorem).
(e) Let $a>0$ and $f_{3}(x)=f_{1}(a x)$. Then

$$
\mathscr{L} f_{3}(s)=\frac{1}{a} \mathscr{L} f_{1}(s / a)
$$

(f) Let $a \in \mathbb{R}$ and $f_{3}(x)=\mathrm{e}^{-a x} f_{1}(x)$. Then

$$
\mathscr{L} f_{3}(s)=\mathscr{L} f_{1}(s+a)
$$

(g) Let $m \in \mathbb{N}$ and $f_{3}(x)=x^{m} f_{1}(x)$. Then

$$
\mathscr{L} f_{3}(s)=(-1)^{m} \frac{\mathrm{~d}^{m}}{\mathrm{~d} s^{m}} \mathscr{L} f_{1}(s)
$$

(h) Let $f_{3}(x)=f_{1}(x) / x$. Then

$$
\mathscr{L} f_{3}(s)=\int_{s}^{\infty} \mathscr{L} f_{1}(\sigma) \mathrm{d} \sigma
$$

(i) Let $a \in \mathbb{R}$ and

$$
f_{3}(x)= \begin{cases}0 & \text { for } x<a \\ f_{1}(x-a) & \text { for } x \geq a\end{cases}
$$

Then

$$
\mathscr{L} f_{3}(s)=\mathrm{e}^{-a s} \mathscr{L} f_{1}(s)
$$

Part (d), the differentiation theorem, is of particular interest to us. Specifically this result needed to be generalized to $m \notin \mathbb{N}$ with a suitable definition of the differential operator. We have dealt with this question in Theorem 7.1.

Of course it is not sufficient to have the Laplace transform; for practical work the inverse transform is required too. There are various ways to express this inverse; one possibility is contained in the following result. We refer to the standard books on Laplace transforms for details on the "suitable assumptions".

Theorem D.12. Under suitable assumptions on $f$ we have

$$
f(x)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \exp (s x) \mathscr{L} f(s) \mathrm{d} s
$$

Under certain conditions, the long-term behaviour of functions may also be expressed with the help of Laplace transforms, see [27, 76, 158] and the references cited therein:
Theorem D. 13 (Final Value Theorem). Assume that $\mathscr{L} f$ does not have any singularities in the closed right half-plane $\{s \in \mathbb{C}: \operatorname{Re} s \geq 0\}$, except for possibly a simple pole at the origin. Then,

$$
\lim _{x \rightarrow \infty} f(x)=\lim _{s \rightarrow 0+} s \mathscr{L} f(s) .
$$

Remark D.1. The condition on the singularities of $\mathscr{L} f$ is essential here: If $\mathscr{L} f$ has a pole with positive real part, then $f(x)$ is unbounded as $x \rightarrow \infty$, and if $\mathscr{L} f$ has a pole on the imaginary axis (but not at the origin) then $f$ has persistent oscillations, so $\lim _{x \rightarrow \infty} f(x)$ does not exist either.

## D. 4 Hadamard's Finite-Part Integral

The integral $\int_{a}^{b}(x-a)^{-\mu} f(x) \mathrm{d} x$ is divergent for $\mu \geq 1$ whenever $f(a) \neq 0$. Nevertheless it is sometimes useful to assign a finite value to such integrals. This has been observed by Hadamard [86] in connection with solution methods for certain partial differential equations, and he introduced the following idea for the solution of this problem, known as the finite-part integral. We shall mainly require this concept for $\mu \notin \mathbb{N}$, and therefore we will restrict our attention to these values of $\mu$. The consideration of integer values requires some small modifications.

The Hadamard finite-part of the integral (that we will, for the sake of simplicity, denote by the same symbol as the standard integral) is, roughly speaking, defined by a Taylor expansion of $f$ at $x=a$ where the resulting singular integrals are defined by

$$
\begin{equation*}
\int_{a}^{b}(x-a)^{-\mu} \mathrm{d} x=\frac{1}{1-\mu}(b-a)^{1-\mu} \quad(\mu>1) . \tag{D.5}
\end{equation*}
$$

Essentially this means that we first replace the integral $\int_{a}^{b}(x-a)^{-\mu} \mathrm{d} x$ by the expression $\int_{a+\varepsilon}^{b}(x-a)^{-\mu} \mathrm{d} x$ for $\varepsilon>0$. This is a convergent integral; its value is simply $(1-\mu)^{-1}\left[(b-a)^{1-\mu}-\varepsilon^{1-\mu}\right]$. Then we let $\varepsilon \rightarrow 0$. Of course the limit does not exist for $\mu \geq 1$, and so Hadamard suggested simply to ignore the unbounded contribution $\lim _{\varepsilon \rightarrow 0} \varepsilon^{1-\mu} /(1-\mu)$ and to assign the value of the remaining (finite) expression $(1-\mu)^{-1}(b-a)^{1-\mu}$ - hence the name "finite-part integral".

A precise way to define the finite-part integral is (for $\mu \notin \mathbb{N}$ )

$$
\begin{align*}
\int_{a}^{b}(x-a)^{-\mu} f(x) \mathrm{d} x:= & \sum_{k=0}^{\lfloor\mu\rfloor-1} \frac{f^{(k)}(a)(b-a)^{k+1-\mu}}{(k+1-\mu) k!}  \tag{D.6a}\\
& +\int_{a}^{b}(x-a)^{-\mu} R_{\lfloor\mu\rfloor-1}(x, a) \mathrm{d} x .
\end{align*}
$$

Here,

$$
\begin{equation*}
R_{p}(x, a):=\frac{1}{p!} \int_{a}^{x}(x-y)^{p} f^{(p+1)}(y) \mathrm{d} y \tag{D.6b}
\end{equation*}
$$

is the remainder of the $p$ th degree Taylor polynomial of $f$ with expansion point $a$. It is well known that a sufficient condition for the existence of the integral (D.6a) is that $f \in C^{s}[a, b]$ with $\mu-1<s \in \mathbb{N}$. This is due to the fact that then the remainder term of the Taylor expansion has a zero at $a$ whose order is so high that the singularity in the other factor in the last integral in (D.6a) is almost being cancelled; the remaining singularity is weak and integrable in the improper sense.

An alternative representation that is helpful for us can be taken from [61, eq. (A17)]:

Theorem D.14. Let $\mu>1$ but $\mu \notin \mathbb{N}$ and $m:=\lceil\mu-1\rceil$. For $f \in C^{m}[a, b]$ we have

$$
\frac{1}{\Gamma(1-\mu)} \int_{a}^{b}(b-x)^{-\mu} f(x) \mathrm{d} x=\sum_{k=0}^{m-1} \frac{(b-a)^{k-\mu+1}}{\Gamma(k-\mu+2)} f^{(k)}(a)+J_{a}^{m-\mu+1} f^{(m)}(b)
$$

We mention here the most important properties of the finite-part integral:

- In contrast to the classical Riemann or Lebesgue integral, the finite-part integral is not a positive functional, i.e. the inequality

$$
\left|\int_{a}^{b}(x-a)^{-\mu} f(x) \mathrm{d} x\right| \leq \int_{a}^{b}(x-a)^{-\mu}|f(x)| \mathrm{d} x
$$

is not true in general.

- The finite-part integral is a consistent extension of the concept of regular integrals, i.e. whenever the integral $\int_{a}^{b}(x-a)^{-\mu} f(x) \mathrm{d} x$ exists in the classical sense, then it also exists in the finite-part sense, and the two integrals have the same value.
- The finite-part integral is additive with respect to the union of integration intervals and invariant with respect to translation.
- The finite-part integral is linear.
- The usual change-of-variables rule remains valid if $\mu \notin \mathbb{N}$.

A very useful result on these integrals is as follows.
Theorem D.15. Let $f \in C^{k}[a, b]$ for some $k \in \mathbb{N}_{0}$, and let $p<k$. Then, for $a<x<b$,

$$
\frac{\mathrm{d}}{\mathrm{~d} x} \int_{a}^{x} f(t)(x-t)^{-p} \mathrm{~d} t=-p \int_{a}^{x} f(t)(x-t)^{-p-1} \mathrm{~d} t
$$

We leave the proof as an exercise to the reader.

## D. 5 Approximation Theory

A well-known concept from approximation theory that we had to use in the proof of Theorem 2.25 was the Bernstein polynomial. A classical reference is the book of Lorentz [117]. The definition is

$$
B_{N}[f](t):=\sum_{k=0}^{N}\binom{N}{k} t^{k}(1-t)^{N-k} f\left(\frac{k}{N}\right)
$$

where $f:[0,1] \rightarrow \mathbb{R}$. The fundamental result that we require is a convergence theorem:

Theorem D.16. Let $f \in C^{\ell}[0,1]$ for some $\ell \in \mathbb{N}_{0}$. Then, for all $\mu \in\{0,1,2, \ldots, \ell\}$, the sequence $\left(D^{\mu} B_{N}[f]\right)_{N=1}^{\infty}$ converges uniformly towards $D^{\mu} f$.

A proof may be found in $[117, \S 1.8]$.

## Exercises

Exercise D.1. Give a proof for Theorem D.6.
Exercise D.2. Give a proof for Theorem D.2.
Exercise D.3. Prove the relations stated in Example D.1.
Exercise D.4. Evaluate the finite-part integral $\int_{0}^{1} x^{-\mu} \mathrm{d} x$ for $\mu>1$.
Exercise D.5. Give a proof for Theorem D.15.
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## Index

## A

absolute continuity, 10
Adams-Bashforth method
classical, 197
fractional, 200
Adams-Bashforth-Moulton method classical, 197
fractional, 200
Adams-Moulton method
classical, 197
fractional, 199
Arzelà-Ascoli theorem, 230
Ascoli, see Arzelà-Ascoli theorem
asymptotic stability of solutions, 157

## B

Bagley-Torvik equation, 167
Banach's fixed point theorem, 229
Bashforth, see Adams-Bashforth method, see
Adams-Bashforth-Moulton method
Basset equation, 167
Bernstein polynomial, 44, 234
Beta function, 229
binomial coefficient, 31
boundary value problem, 127

## C

Caputo fractional derivative, 50
ceiling function, 189
chain rule
for Caputo operators, 59
for Riemann-Liouville derivatives, 35
commensuracy, 168
compactness, relative, 230
completely monotonic, 139
continuity, absolute, 10
convolution, 231
theorem, 231

## D

derivative
Caputo fractional, 50
Grünwald-Letnikov fractional, 43
Riemann-Liouville fractional, 27
differentiation theorem, 231
direct method, 205
distributed order equation, 185

## E

equation
Bagley-Torvik, 167
Basset, 167
distributed order, 185
functional - of the Gamma function, 227
oscillation, 138
fractional, 140
relaxation, 138
fractional, 138
resolvent, 147
Euler's
Beta function, 229
Gamma function, 9, 227
integral of the first kind, see Euler's Beta function
integral of the second kind, see Euler's Gamma function
expansion, Taylor, 41, 54

## F

Faà di Bruno's formula, 34
for Caputo operators, 59
for Riemann-Liouville operators, 35
final value theorem, 232
finite-part integral, 233
fixed point theorem
Banach's, 229
Schauder's, 230
Weissinger's, 229
floor function, 189
formula
Faà di Bruno's, 34
for Caputo operators, 59
for Riemann-Liouville operators, 35
Gauss' product - for the Gamma function, 228
Leibniz', 32
for Riemann-Liouville operators, 33
reflection - for the Gamma function, 228
Stirling's, 229
fractional
derivative
Caputo, 50
Grünwald-Letnikov, 43
Riemann-Liouville, 27
integral
Grünwald-Letnikov, 46
Liouville, 29
Riemann-Liouville, 13
function
absolutely continuous, 10
Beta, 229
ceiling, 189
floor, 189
Gamma, 9, 227
hypergeometric
Gauss', 190
Kummer's confluent, 189
Mittag-Leffler, 67, 189
multi-index, 69
two-parameter, 67, 189
functional equation of the Gamma function, 227
fundamental theorem of calculus, 7, 10

## G

Gamma function, 9, 227
Gauss’
hypergeometric function, 190
product formula for the Gamma function, 228
Gel'fond-Leont'ev operator, 55
Grünwald-Letnikov
fractional derivative, 43
fractional integral, 46
Gronwall inequality, 111, 172, 173

## H

Hölder space, 9
Hadamard, see finite-part integral

Hooke's law, 11
hypergeometric function
Gauss', 190
Kummer's confluent, 189

## I

indirect method, 195
inequality, Gronwall, 111, 172, 173
initial value problem
for Caputo equations, 85
for Riemann-Liouville equations, 77
integral
Euler's
of the first kind, see Euler's Beta function
of the second kind, see Euler's Gamma function
finite-part, 233
Grünwald-Letnikov fractional, 46
Liouville fractional, 29
Riemann-Liouville fractional, 13
integration theorem, 231
inverse Laplace transform, 232
iterated kernel, 144
iteration, Picard, 82, 94

## K

kernel
iterated, 144
resolvent, 144
Kummer's confluent hypergeometric function, 189

## L

Laplace transform, 133, 230
inverse, 232
Lebesgue space, 9
Leibniz' formula
classical, 32
for Caputo operators, 59
for Riemann-Liouville operators, 33
Leont'ev, see Gel'fond-Leont'ev operator
Letnikov, see Grünwald-Letnikov fractional derivative
linearity, 32, 58
Liouville, see Riemann-Liouville fractional integral, 29
Lipschitz space, see Hölder space
local operator, 37, 52

## M

memory, 87
method
direct, 205
indirect, 195
Mittag-Leffler function, 67, 189
multi-index, 69
two-parameter, 67, 189
modulus of continuity, 25
Moulton, see Adams-Bashforth-Moulton method, see Adams-Moulton method
multi-index Mittag-Leffler function, 69
multi-order fractional differential system, 176
multi-term fractional differential equation, 167

## N

Newton's law, 10
Nutting's law, 12

## 0

oscillation equation, 138
fractional, 140

## P

PECE method, 197
Picard iteration, 82, 94
polynomial, Bernstein, 44, 234
problem
boundary value, 127
initial value
for Caputo equations, 85
for Riemann-Liouville equations, 77
terminal value, 108
product rule, Leibniz', see Leibniz' formula

## R

reflection formula for the Gamma function, 228
relatively compact, 230
relaxation equation, 138
fractional, 138
resolvent equation, 147
resolvent kernel, 144
Riemann-Liouville
fractional derivative, 27
fractional integral, 13

## S

Schauder's fixed point theorem, 230
semigroup, 14, 30, 56
space
Hölder, 9
Lebesgue, 9
Lipschitz, see Hölder space
stability
of solutions, 157
asymptotic, 157
Stirling's formula, 229

## T

Taylor expansion, 41, 54
terminal value problem, 108
theorem
Arzelà-Ascoli, 230
Banach's fixed point, 229
convolution, 231
differentiation, 231
final value, 232
fundamental - of calculus, 7, 10
integration, 231
Schauder's fixed point, 230
Weissinger's fixed point, 229
Torvik, see Bagley-Torvik equation
transform, Laplace, 133, 230
inverse, 232

## U

ultraslow, 139

## V

variation of constants, 136

## W

Weissinger's fixed point theorem, 229
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