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Chapter 3

Matrices

3.1 Basic matrix notation

Definition 3.1.1. Suppose m and n are nonnegative integers. An m-by-n matriz A is a

rectangular array of elements of F with m rows and n columns:

Am1 -+ Qmnp

The notation a;;, denotes the entry in row j, column k of A.

Example 3.1.2. a;; equals entry in row j, column k of A
A —

Thus ass refers to the entry in the second row, third column of A, which means that

ag3 = 6.

Remark 3.1.3. 1. The terms a;; are called coefficients of the matriz (a;j).
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2. The matriz (a;j) is said of type (m,n) if it has m rows and n columns.

3. The set of matrices of type (m,n) with coefficients in F, is noted M, ,,(F).

4. The indezes 1,7 are respectively the number rows, and number of columns.

5. Two matrices A and B are equals if they are of same type and they have the same

coefficients.

Example 3.1.4. , where i* = —1 is a matriz of Ma2(C).
— 1

3.2 Particular matrices

1. A matrix is called null matrix and it is noted 0 if all its coefficients are zeroes,

(CLij) = O fo aij = O, VZ,j

2. A matrix is called row matrix of order n if it is of type (1,n).

3. A matrix is called column matrix of order n if it is of type (n, 1).

4. A matrix is called square matrix of order n if it is of type (n,n).

5. A squarc matrix is called lower triangular if all the entries above the main diagonal
are zeroes, which means a;; = 0, Vi < j. Similarly, a square matrix is called
upper triangular if all the entries below the main diagonal are zeroes, which means

Qij =0, Vi > j.

6. A square matrix is called diagonal if it is upper and lower triangular.



N. Belmahi 23

7. The identity matrix of size n is an n X n matrix with ones on the main diagonal and

zeroes elsewhere.

1 0 0
In, = 0
0 0 1

2
Examples 3.2.1. | 4 | is a matriz of M31(R).

1
(2 1 3¢ 9) is a matriz of My 4(C).
2 9 0
is a matriz of Ma3(C).
4 0 —2i
Remark 3.2.2. The coefficients of I,, the identity matriz are noted 6,5, and its called the
kronecker coefficients
0, i#J,
1, i=j.
3.2.1 Operations on matrices

3.2.1.1 Addition of matrices and scalar multiplication

Let A = (a;5), B = (b;;) be two matrices in M,, ,,(F') and o € F, we define A+ B and
a.A by
A + B = (CLij + bij), A= (aaij).

Remark 3.2.3. The sum of matrices is defined if the matrices are of same size.
Examples 3.2.4. Let

1 -1 0 -1 -1 00 2

5 4 3 2 -8 3 1 -9
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Then

0 -1 0 1 -2 00 4
A+ B= , 2.B =
-3 7 4 -7 —-16 6 2 —18

3.2.2 Multiplication of matrices

Let A = (a;;) a matrix in M,,,,(F), and B = (b;;) be a matrix in M,, ;(F'), we define

the product
A.B= (abij) = Zaipbpj
p=1

Remark 3.2.5. e The product of matrices is defined if the number of columns of first

matriz is the number of rows of the second matrix.
e The coefficients of the matriz A.B are

abyy = Z a1pbp1 = a11011 + a12bo1 + ... + a1bp.
p=1

Similarly, the term ab,, is given by

abnn - Z anpbpn - anlbln + an262n + ...+ annbnn-

p=1
Examples 3.2.6. Let
1 0 0
-2 00
= , B=1-13 1
—-16 6 2
1 1 1
The product A.B is well defined and it is given by
-2 0 0
AB =
—20 20 4

However, the product BA is not defined, since B € M33(R) and A € May3(R).
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3.2.2.1 Properties of matrix product

Let A, B and C' three matrices, the following statements are true.

1. Non commutativity, A.B # B.A.

2. Associativity, (A.B).C' = A.(B.C).

3. Distributivity, A.(B+ C)=A.B+ A.C, and (A+ B).C = A.C+ B.C.

4. Identity element: 3 € M, (F), Al =A=1.A.

3.2.3 Transpose of a matrix

We call the transpose of a matrix A € M,,,(F), the matrix of M, ,(IF), noted ‘A

and defined as ‘A = (aj;), Vi, j.
Remark 3.2.7. 1. ‘A is a matriz, where its rows are columns of A.
2. 1(tA) = A.

3. IftA= A, A is called symmetric.

-1 -1 0 -1 7 9
Examples 3.2.8. 1. I[fA=|7 4 —3]|,thentA=|_-1 4 1
9 1 8 0 -3 8
-1 7
-1 -1 0 3 -1 4
2. If A= , then'A =
7T 4 -3 —6 0 -3




N. Belmahi

26

3.2.3.1 Properties of transpose
1. (A+ B) =" A'B.
2. '(AB) =t B'A.
3. HaA) = oA

4. Y(ABC) =t C'B*A.

5. If 'tA = —A, A is called skew-symmetric.

6. A'A is always symmetric.



