
Régression en utilisant la méthode des moindres carrées 

∑𝑑𝑖
2

𝑛

𝑖=1

=∑(𝑦𝑖𝑐𝑎𝑙𝑐 − 𝑦𝑖)
2

𝑛

𝑖=1

= 𝑚𝑖𝑛 

Fonction polynomiale : 

𝑓(𝑥) = 𝑦 = 𝑎0 + 𝑎1𝑥
1 + 𝑎2𝑥

2 +⋯+ 𝑎𝑚𝑥
𝑚   (𝑚 𝑙′𝑜𝑟𝑑𝑟𝑒) 

𝑎0 + 𝑎1𝑥1
1 + 𝑎2𝑥1

2 + 𝑎3𝑥1
3 +⋯+ 𝑎𝑚𝑥1

𝑚 − 𝑦1 = 𝑑1    

𝑎0 + 𝑎1𝑥2
1 + 𝑎2𝑥2

2 + 𝑎3𝑥2
3 +⋯+ 𝑎𝑚𝑥2

𝑚 − 𝑦2 = 𝑑2    

. 

. 

𝑎0 + 𝑎1𝑥𝑛
1 + 𝑎2𝑥𝑛

2 + 𝑎3𝑥𝑛
3 +⋯+ 𝑎𝑚𝑥𝑛

𝑚 − 𝑦𝑛 = 𝑑𝑛   

⇒ ∑ 𝑑𝑖
2𝑛

𝑖=1 = ∑ [𝑎0 + 𝑎1𝑥𝑖
1 + 𝑎2𝑥𝑖

2 + 𝑎3𝑥𝑖
3 +⋯+ 𝑎𝑚𝑥𝑖

𝑚 − 𝑦𝑖]
2𝑛

𝑖=1 = 𝑚𝑖𝑛  

= 𝐻(𝑎0, 𝑎1, 𝑎2, . . , 𝑎𝑚)    doit être minimiser ⇒ On dérive /inconnus (𝑎0, 𝑎1, 𝑎2, . . , 𝑎𝑚) 

 𝐻 

 𝑎0
= 2 ∑(𝑎0 + 𝑎1𝑥𝑖

1 + 𝑎2𝑥𝑖
2 + 𝑎3𝑥𝑖

3 +⋯+ 𝑎𝑚𝑥𝑖
𝑚 − 𝑦𝑖) = 0

𝑛

𝑖=1

 

 𝐻 

 𝑎1
= 2 ∑(𝑎0 + 𝑎1𝑥𝑖

1 + 𝑎2𝑥𝑖
2 + 𝑎3𝑥𝑖

3 +⋯+ 𝑎𝑚𝑥𝑖
𝑚 − 𝑦𝑖)𝑥𝑖 = 0

𝑛

𝑖=1

 

 𝐻 

 𝑎2
= 2 ∑(𝑎0 + 𝑎1𝑥𝑖

1 + 𝑎2𝑥𝑖
2 + 𝑎3𝑥𝑖

3 +⋯+ 𝑎𝑚𝑥𝑖
𝑚 − 𝑦𝑖)𝑥𝑖

2 = 0

𝑛

𝑖=1

 

. 

. 

 𝐻 

 𝑎𝑚
= 2 ∑(𝑎0 + 𝑎1𝑥𝑖

1 + 𝑎2𝑥𝑖
2 + 𝑎3𝑥𝑖

3 +⋯+ 𝑎𝑚𝑥𝑖
𝑚 − 𝑦𝑖)𝑥𝑖

𝑚 = 0

𝑛

𝑖=1

 

⇒ 𝑛𝑎0 + 𝑎1∑𝑥𝑖 +

𝑛

𝑖=1

𝑎2∑𝑥𝑖
2 +. . +𝑎𝑚∑𝑥𝑖

𝑚

𝑛

𝑖=1

= ∑𝑦𝑖

𝑛

𝑖=1   

𝑛

𝑖=1

 

𝑎0∑𝑥𝑖 +

𝑛

𝑖=1

𝑎1∑𝑥𝑖
2  + 𝑎2∑𝑥𝑖

3

𝑛

𝑖=1

+. . +𝑎𝑚∑𝑥𝑖
𝑚+1

𝑛

𝑖=1

= ∑𝑦𝑖𝑥𝑖

𝑛

𝑖=1   

𝑛

𝑖=1

 

𝑎0∑𝑥𝑖
2  + 𝑎1∑𝑥𝑖

3

𝑛

𝑖=1

+ 𝑎2∑𝑥𝑖
4

𝑛

𝑖=1

+. . +𝑎𝑚∑𝑥𝑖
𝑚+2

𝑛

𝑖=1

= ∑𝑦𝑖𝑥𝑖
2

𝑛

𝑖=1   

𝑛

𝑖=1

 

. 

. 

𝑎0∑𝑥𝑖
𝑚  + 𝑎1∑𝑥𝑖

𝑚+1

𝑛

𝑖=1

+. . +𝑎𝑚∑𝑥𝑖
2𝑚

𝑛

𝑖=1

= ∑𝑦𝑖 . 𝑥𝑖
𝑚

𝑛

𝑖=1   

𝑛

𝑖=1

 



Procédure  

1/ Choisir l’ordre le plus petit ‘1’ 

     𝑦 = 𝑎0 + 𝑎1𝑥 

{
 
 

 
 

𝑛𝑎0 + 𝑎1∑𝑥𝑖 =∑𝑦𝑖  . .

𝑛

𝑖=1

1

𝑎0∑𝑥𝑖 + 𝑎1∑𝑥𝑖
2 = ∑𝑦𝑖 . 𝑥𝑖 . . 2

 

1  

𝑎0 =
∑𝑦𝑖

𝑛
− 𝑎1

∑𝑥𝑖

𝑛
 ⟹ 𝑎0 = 𝑦̅ − 𝑎1𝑥̅  

2  

(𝑦̅ − 𝑎1𝑥)̅̅̅∑𝑥𝑖 + 𝑎1∑𝑥𝑖
2 = ∑𝑦𝑖 . 𝑥𝑖  

𝑦̅∑𝑥𝑖 − 𝑎1𝑥̅∑𝑥𝑖 + 𝑎1∑(𝑥𝑖)
2 = ∑𝑥𝑖𝑦𝑖  

𝑎1(∑(𝑥𝑖)
2 − 𝑥̅∑𝑥𝑖)

𝑛
=
∑𝑥𝑖𝑦𝑖 − 𝑦̅∑𝑥𝑖

𝑛
 

𝑎1(𝑥𝑖)
2̅̅ ̅̅ ̅̅ ̅ − (𝑥̅)2 = 𝑥𝑦̅̅ ̅ − 𝑦̅𝑥̅   ⟹ 𝑎1 =

𝑥𝑦̅̅ ̅ − 𝑦̅𝑥̅

𝑥2̅̅ ̅ − (𝑥̅)2
 

 

2/ Evaluation 

Si (𝑑𝑖)
2 = 𝑚𝑖𝑛 ≈ 0    (Arrêt ) 

Sinon passer a l’ordre supérieur  

Ordre 2 : 

𝑦 = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥
2  

{
 
 

 
 𝑛𝑎0 + 𝑎1∑𝑥𝑖 + 𝑎2∑(𝑥𝑖)

2 = ∑𝑦𝑖
𝑎0∑𝑥𝑖 + 𝑎1∑𝑥𝑖

2 + 𝑎2𝛴(𝑥𝑖)
3 = ∑𝑥𝑖𝑦𝑖

𝑎0∑(𝑥𝑖)
2 + 𝑎1∑𝑥𝑖

3 + 𝑎2∑𝑥𝑖
4 = ∑𝑥2𝑦

 

Retour à l’évaluation. 

Exercice : 

Soit les mesures suivantes : 

 

X -1 1 2 3 5 

Y 0 4 9 16 36 

 

- Ajuster aux données une courbe de régression. 

 

 

 



Solution : 

 1/  

 𝒚 = 𝒂𝒙 + 𝒃  𝒐𝒖 𝒚 = 𝒂𝟏𝒙 + 𝒂𝟎 

Méthode 1 : 

𝑎1 =
𝑥𝑦̅̅ ̅ − 𝑦̅𝑥̅

𝑥2̅̅ ̅ − (𝑥̅)2
= 
50 − (2 ∗ 13)

8 − 4
=
50 − 26

4
= 6 

 

𝑎0 = 𝑦̅ − 𝑎1𝑥̅ =  13 − 6 ∗ 2 = 1 

Méthode 2 : 

{
 
 

 
 

𝑛𝑎0 + 𝑎1∑𝑥𝑖 =∑𝑦𝑖   

𝑛

𝑖=1

𝑎0∑𝑥𝑖 + 𝑎1∑𝑥𝑖
2 = ∑𝑦𝑖 . 𝑥𝑖 

 

⟹ {
5𝑎0 + 10𝑎1 = 65
10𝑎0 + 40𝑎1 = 250 ⟹ 𝑎0 = 1, 𝑎1 = 6  

2/ L’évaluation : 

 

 ∑𝒅𝟐 ≫ 𝟎 

 

 

Donc on passe à l’ordre supérieur : 

𝑦 = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥
2  

{
 
 

 
 𝑛𝑎0 + 𝑎1∑𝑥𝑖 + 𝑎2∑(𝑥𝑖)

2 = ∑𝑦𝑖
𝑎0∑𝑥𝑖 + 𝑎1∑𝑥𝑖

2 + 𝑎2𝛴(𝑥𝑖)
3 = ∑𝑥𝑖𝑦𝑖

𝑎0∑(𝑥𝑖)
2 + 𝑎1∑𝑥𝑖

3 + 𝑎2∑𝑥𝑖
4 = ∑𝑥2𝑦

 

⟹ {

5𝑎0 + 10𝑎1 + 40𝑎2 = 65
10𝑎0 + 40𝑎1 + 160𝑎2 = 250
40𝑎0 + 160𝑎1 + 724𝑎2 = 1084

   ⟹ {

𝑎0 + 2𝑎1 + 8𝑎2 = 13
𝑎0 + 4𝑎1 + 16𝑎2 = 25

10𝑎0 + 40𝑎1 + 181𝑎2 = 271
  

On utilise une des méthodes de résolution de système d’équations linéaires, exp Gauss Jordan ou 

Pivot de Gauss.  

On trouve 𝑎0 = 1, 𝑎1 = 2, 𝑎2 = 1, donc 𝑦 = 𝑥2 + 2𝑥 + 1 

 

 

 

x y ycalc D2 

-1 0 -5 25 

1 4 7 9 

2 9 13 16 

 3 16 19 9 

5 36 16 400 



L’évaluation : 

Donc ∑𝑑2 = 0, Le modèle 𝑦 = 𝑥2 + 2𝑥 + 1 est accepté x y ycalc D2 

-1 0 0 0 

1 4 4 0 

2 9 9 0 

 3 16 16 0 

5 36 36 0 


